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Abstract 
In this paper we present a new approach to 
displaying and browsing a digital library in Perseus 
that consists of a set of Greek vases.  This approach 
is applicable to Digital Libraries in general, however.  
Our new design extends previous research by taking 
advantage of Virtual Reality to present context even 
while the user focuses on a single item.  Using 
Virtual Reality, users are not limited to the physical 
screen of a computer monitor and in addition, they 
can directly interact with items in the museum 
naturally.  Users can still focus on specific datum, a 
vase, while not losing reference of the entire museum.   
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1. INTRODUCTION 
Horn-Yeu Shiaw [32] introduced a solution to the 
focus+context problem for digital libraries using 
desktop VR.  We extend that work by making the 
environment fully immersive and claim that the 
benefit of being able to focus in on a single item 
while retaining the context of the surrounding area is 
provided even more strongly by an immersive 
environment. 
Perseus [6], a web-based digital library in classics 
and Greek archaeology, contains a large collection of 
many images of old maps, ancient sites, gems, coins, 
vases and sculptures.  The evolution of Perseus has 
been the topics of many research studies [10] [11] 
[12][13] [14] [18].  Perseus is used as our data source, 
but our approach is applicable to digital libraries in 
general. 
In large scale information visualization users can 
either focus on a specific piece of information or the 
entire, overall, information, but not to both at the 
same time.  For example, users interacting with the 
current web-based user interface of Perseus can find 
specific information about a vase.  However, in order 

to find the relationship(s) to other vases in the 
collection, users must click on hyperlinks and more 
hyperlinks that load more and more textual 
information about the vases.  This makes the user 
focus on different pages/information losing the 
context and ending up with multiple pages and 
windows on a single limited-in-size computer 
monitor.   
Desktop VR is an improvement over the HTML 
pages implementation [16], but the users are still 
working with the constraints of a limited in size 
computer monitor, and they still have to move back 
and fourth between HTML pages and VRML enabled 
browsers.   
Our approach is based solely on fully immersive 
environments where users can focus on a single item, 
such as a vase, and at the same time not losing the 
context by still being able to see the surrounding 
environment with a quick and easy turn of their head.  
In addition, interaction in VRML [16] with the vases 
is almost impossible.  However, in Virtual Reality 
interaction with the vases is simple and natural; users 
can simply reach out and grab a vase with their hands 
to examine it – as people do in real life.  The Virtual 
Environment (VE) is constructed from actual images 
and descriptions of the vases found in the Perseus 
Digital Library at Tufts University [15] [31]. 
We believe that the realistic interaction with the 
vases and the ability to walk around in the virtual 
vase museum enables spatial learning experience not 
available in existing 2D screen space.  It has been 
showed that users can learn about the same amount of 
information if the data can be seen in 3D 
focus+context, as compared to reading and viewing 
pictures and text documents from a book or from web 
pages, but significantly faster [16].  Using our 
approach, we seek to improve upon the existing 
system by providing the users with a synthetic 
environment where there is not screen size limitation.  
We get the same types of benefits that Shiaw found 
[32], but even more strongly in an interactive virtual 



environment (IVE). For example, this would help a 
user remember where their body was when they saw 
a vase far back in a corner and thereby help 
remember how that vase fits into a larger timeline or 
other arrangement in the virtual museum room.  In 
addition, users can feel that they are present in the 
environment and with realistic interactions they can 
focus on a specific item, a vase, and naturally 
manipulate a vase to learn the details of it. 
 
 
2. BACKGROUND AND RELATED WORK 
Currently in Perseus, users use a web browser to 
browse and learn about the vase collections.  This 
involves branching out to multiple pages, reading text 
descriptions, and viewing 2D images of the vases.  
Desktop VR is an improvement over the conventional 
ways of acquiring information [16] but we believe 
there is a better way of browsing the vase collection 
that also solves the problem of focus versus context.   
We do need a better way of browsing the digital 
collection for several reasons.  The vases are beyond 
the reach of the real museum visitors, in order to 
provide the safety of the archeological findings, and 
so a digital library provides an alternative solution to 
information visualization [26].  However, in Perseus 
there are vases with only a single corresponding 
picture, and other vases have multiple pictures from 
different angles.  Users must rely on textual 
description to gain a mental model of a vase.  
Sometimes long web pages are involved to describe 
the details of vases such as the opening of a vase, the 
handles, the number of handles, the artwork, weight, 
etc.  The bigger problem is that when the users begin 
browsing and branching out to more pages for more 
information they cannot maintain focus effectively 
without losing the context (the collection of the vases 
and relational reference with other vases).   
 

 
Figure 1. Collection of Greek Vases in Perseus 

 
In desktop VR the problem of focus and context is 
solved [16] but direct interaction with vases is 

impossible to implement, but at least the users can 
obtain in a single glance the details of a 3D modeled 
vase; number of handles, opening, and the look of a 
vase.   
Currently, users can get a main page of the vases, 
figure 1, where they have to scroll down, read text, 
and then follow hyperlinks to obtain more 
information.  An alternative to this is the thumbnail 
representation of the page as shown in figure 2.  But 
again, users have to scroll down to read text and try 
to figure out which link will bring them to the right 
page.  It seems that the thumbnail representation is a 
good approach to maintain focus and context since it 
follows the paradigm of a zoom-able browser [3] [5] 
[23]; click on thumbnail to see higher resolution 
pictures and textual information about the vase of 
interest. 
 

 
Figure 2.  Thumbnail of the Greek Vases 

 
Desktop VR solves the focus versus context problem 
as it is shown in [16].  The entire museum is modeled, 
and with a VRML capable browser users can 
navigate in the museum, and click with a mouse on a 
vase to load either an HTML page with textual 
information of the vase of interest, or another page 
with the single vase in another VRML capable 
browser where users can interact with the vase, figure 
3.   
 

 
Figure 3.  Vase manipulation in VRML 



However, navigation and interaction is not natural 
and can take the user’s focus on the new browsers 
with the textual information about the vase, or the 
single model of the vase that the user can interact 
with, losing the context, the rest of the museum and 
the relation among the rest of the vases in the 
museum. 
Current direct manipulation techniques provide a 
significant improvement of the user interface (UI) 
design over the command-line systems [1] [2] [7] [8] 
[19] [24] [27] [28] [29] [30] [33].  With direct 
manipulation users do not have to remember cryptic 
commands that must be typed in on a console 
window.  With Graphical User Interfaces (GUI) user 
can recall relevant command by simply mouse-
clicking on menus, buttons, scroll areas, etc.  That is 
why direct manipulation is heavily utilized in digital 
libraries.  However, the main problem is that this 
paradigm introduces the focus versus context 
problem in digital libraries.  Desktop VR is an 
appropriate approach for browsing the digital library 
because it utilizes direct manipulation and also solves 
the problem of focus versus context.  However, 
navigating in the synthetic environment is not 
natural; using a 2D device such as a mouse (or the 
keyboard) to navigate in a 3D environment is 
awkward and confusing to the users.  That is why 
such systems have been referred to as 2½D or 3D-
like systems as opposed to 3D [4] [22].  Additionally, 
manipulating and interacting with the vases 
themselves is difficult to implement and could also 
work against the solution to the focus versus context 
problem that we are trying to solve to begin with. 
On the other hand, Immersive Virtual Reality (IVE) 
could be an ideal environment for spatial tasks, such 
as the Perseus Vase Museum [9] [20] [21].  IVE 
requires non-conventional equipment but seems to 
provide a better solution to the focus versus context 
problem.  In an IVE, users can navigate in the virtual 
museum by making certain gestures and interact with 
the vases directly; simply reach out and grab a vase, 
rotate it to see the other side and examine it closely as 
people do in real life.  The biggest advantage of IVE 
over desktop VR is that in IVE users get the feeling 
of being there and also not losing context; users can 
examine a vase while they still see the rest of the 
vases in the surrounding.  Implementing a highly 
interactive environment such as this involves not only 
special equipment, but also a tremendous amount of 
programming effort, but the results are worth the 
effort.  We should note here that in the future the 
users might actually feel the weight of vases and their 
curves with special force feedback devices within the 
same virtual environment, but we did not implement 
this feature in our prototype. 
 

3. VIRTUAL VASE MUSEUM 
The Virtual Environment is a VRML file which 
consists of 157 3D vase models, walls, ceiling, and 
the roof.  By providing the 3D models of the vases to 
the user, we eliminate the need to describe the 
appearance of the vases with text.  Currently users 
can click on a 2D image on a web browser to get a 
higher resolution of a vase (web based version).  An 
improvement to this was introduced [16] where users 
can still click on a 2D image but a new browser loads 
the 3D model of the vase in a VRML capable 
browser where users can interact with the 3D model 
of the vase (VR desktop version).  Our 
implementation extends the VR desktop version into 
an immersive Virtual Reality environment where 
users can walk up to a vase and simply grab the vase 
with their hand(s) to manipulate it, as they would do 
in real life. 
Figure 3 shows how the users can move and rotate 
the 3D vase to study it in a VRML enabled browser 
using the mouse.  To do this, the users have to click 
on a 2D hyperlink image in a browser that loads the 
3D VRML model.  This takes the user’s focus to the 
3D model.  In contrast, figure 4 shows how a fully 
immersed person is directly manipulating the vase 
within the virtual environment in real time, as he/she 
would in real life; focusing on the vase but without 
losing the context; the user can still see where the 
other vases are located in the VE with respect to the 
user’s and the vase’s position and orientation. 
 

 
Figure 4.  Vase manipulation in VR 

 
The vases are constructed from 2D drawings of 
photographs, JPEG images and 3D models.  The 3D 
models are texture-mapped with the JPEG images to 
show the appearance of the vases.  The models are 
designed so that the inside of a vase is visible. 
 
 
 



4. THE PROTOTYPE 
We implemented the prototype using Java3D and the 
JWSU toolkit [25], which is built on top of Java3D.  
For 3D tracking we utilized a Polhemus Fastrak; 
tracking the head and the two hands of the user.  We 
also used two PinchGloves to activate the 
gestures/postures.  A stereo Head Mounted Display 
(HMD) was also utilized.  The 3D environment, the 
vase museum, was designed in VRML that we then 
loaded into Java3D utilizing the VRML Java3D 
loader from [17].   
In the Virtual Environment (VE) the users are able to 
navigate with simple gestures and also interact with 
the environment in real time, picking up the vases 
rotate them look inside, etc.  The internal state 
machine of the application is shown in figure 5. 
 

 
Figure 5. State Machine 

 
The users can use the right hand to navigate in the 
virtual vase museum and use the left hand to control 
the speed of travel.  However, the users can use either 
or both hands to manipulate the vases.   
 

 
Figure 6.  Bird’s eye view of Museum 

The user can grasp a vase with one hand and hand it 
over to the other hand; JWSU supports two-hand 
interaction.  A pinch of the left hand’s thumb and 
ring fingers decreases the speed of travel; a pinch is 
defined by touching two fingers followed by their 
release as depicted in figure 5.  A pinch of the left 
hand’s thumb and middle finger increases the speed 
of travel.   
The Fly mode allows users to fly over the vase 
museum to see the museum from a bird’s eye view.  
Figure 6 show a bird’s eye view of the museum.  
“Drive” allows the users to travel around the museum 
while their feet remain on the floor.  A release of the 
fingers in the FLY and DRIVE mode deactivates the 
navigation function.   
While the users are in the IDLE state, they can 
interact with the vases using one or both hands.  The 
users can simply reach out and grab a vase (using the 
gestures shown in figure 5 IDLE – INTERACT state 
transition) in which case the vase follows the position 
and orientation of the user’s hand.   
Because of the very complex geometries of the vases 
and the heavy use of texture mapping, we were able 
to get 10 to 15 frames per second, which is just 
acceptable, by many researchers, for immersive 
environments.  We utilized the version of Java3D that 
is built on top of DirectX. 
 

 
Figure 7. Textual information 

 
The users could also walk close to the base of a vase, 
as shown in figure 7, to read and learn the details of a 
vase of interest.  Unfortunately, due to the low 
resolution of the Head mounted Displays (HMD) in 
general, reading text while being immersed in a VE is 
a difficult task.  However, as technology progresses 
and high resolution HMDs become available, reading 
text while being immersed should be the same as 
reading text of a computer’s monitor. 
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4.1. User Interaction 
The 3D models of the vases were stored in individual 
VRML files.  A master VRML file X-References all 
the individual VRML files.  The master VRML file 
includes position and orientation of each vase, the 
bases where each vase is sitting on and where the 
textual description of the vase is texture-mapped onto 
it, the columns where the vases with their bases are 
sitting on, walls, the roof, and the ceiling.  To 
implement an interactive application where users can 
reach out and manipulate the vases, we needed to 
locate two things.  The first one is the geometry 
objects in the scene graph so we can check for 
intersections of the user’s virtual hand(s) and the 
geometry of the vases, and second the matrix that 
describes the position orientation of a vase in space.   
 

 
Figure 8. Loading the Virtual Environment 

 
We can parse the VRML loaded scene and mark each 
geometry object (Shape3D in java3D) with its 

corresponding matrix (TranformGroup in Java3D).  
However, since we do not know which geometry 
specifies a vase, or a wall, or the base of a vase, users 
could manipulate any object that contains geometry. 
To solve this problem and enable the users to only 
manipulate the vases themselves we pre-processed 
the master VRML file to generate two VRML files 
and show in figure 8. 
Using external tools, we loaded the original master 
VRML file and we removed all the vases.  This gave 
us the static Virtual Environment; the environment 
where the users cannot modify or manipulate with 
their hands.  Then we reloaded the master file and we 
removed everything but the vases.  This gave us the 
environment that the users are allowed to modify.  
Then, we loaded both of the files at exactly the same 
position orientation in the application.  We loaded the 
first file statically, without tagging the geometries 
and their corresponding matrices; this is the Normal 
load shown in figure 8.  Then we loaded the dynamic 
environment where we did tag the geometries with 
their corresponding matrices.  The result is that the 
Virtual Environment appears exactly as it used to 
appear when we loaded the original master file, but 
the users can only manipulate the vases and nothing 
else. 
 
 
5. USER REACTIONS 
We demonstrated the finished version of the 
prototype to the 15 students of the Virtual Reality 
class at the University of Georgia.  We collected their 
informal comments as they were experimenting with 
the navigation and interaction techniques.  The major 
observations were that they found annoying that they 
had to be reminded all the time to learn the 
appropriate gestures to increase and decrease the 
speed of travel.  They also sometimes confused the 
drive and the fly activation gestures.  Interaction 
however, seemed very realistic and their comments 
about that were uniformly positive.  All the students 
complained that reading text while being immersed 
was almost impossible.  The biggest complaint by all 
students was that the frame rate sometimes dropped 
too low.  Most of the time the frame rate was 
between 10 and 15 frames per second, but, depending 
on the angle of the view (how geometrically complex 
the view was) it sometimes dropped to 2-4 frames per 
second.  This could be solved by better video cards or 
by simplifying the meshes of the vases. 
 
 
6. CONCLUSIONS 
In this paper we presented an approach on solving the 
focus verses context problem in digital libraries.  We 
are extending previous research done in [16] [32 by 

Static 
Environment 

Dynamic 
Environment 

Normal  
Load 

Enabled Drag 
Load 

Appearance of original 
master VRML file 

Final appearance of the Virtual 
Environment after loading both (the static 

and dynamic) environments. 
Appearance is the same as the master file. 



solving the same problem in a different way, by 
utilizing highly interactive Immersive Virtual 
Environments.  Using this approach, users can learn 
about the vase museum by immersion and direct 
manipulation in a natural way.  Users can focus on a 
specific vase of interest without losing context of the 
entire collection.  We showed the loading technique 
we used to make the environment interactive, which 
involved pre-processing a master VRML files that 
produced two VRML files.  One of the files 
represents the environment that is not manipulate-
able and the other file that is.  The realism of the 
museum can be improved by high resolution texture 
maps, advanced modeling techniques, and more 
accurate measurements of the 2D images of the vases.  
Since it is difficult to read textual information 
utilizing current Head Mounted Display technologies, 
users may need to already read the textual description 
of the vases before they become immersed.  As a 
result, our approach could be characterized as an add-
on tool to the existing Perseus Digital Library instead 
of a replacement. 
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