
Boosting
Ensembles of Sequentially-Dependent Predictors

2

Tufts COMP 135: Introduction to Machine Learning
https://www.cs.tufts.edu/comp/135/2020f/

Prof. Mike Hughes
Many slides attributable to:
Liping Liu and Roni Khardon (Tufts)
T. Q. Chen (UW), 
James, Witten, Hastie, Tibshirani (ISL/ESL books)

https://www.cs.tufts.edu/comp/135/2019s/


Ensembles: Unit Objectives
Big idea: We can improve performance by 
aggregating decisions from MANY predictors

• Prev. class: Predictors are Independently Trained
• Using bootstrap samples of examples: “Bagging”
• Using random subsets of features
• Exemplary method: Random Forest / ExtraTrees

• Today: Predictors are Sequentially Trained
• Each successive predictor “boosts” performance
• How to use gradients to improve further
• Exemplary method: XGBoost
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Motivation: Boosting in practice

Among 29 Kaggle competitions in 2015
- 17 / 29 (58%) used XGBoost
- 11 / 29 (37%) used deep neural networks
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Source: https://www.kaggle.com/antgoldbloom/what-algorithms-are-most-successful-on-kaggle

Fraction of 
competitions 
won by 
different 
methods

(some 
competitions 
have multiple 
winners, each 
with different 
strategies)

boosting

Neural nets

Random 
forests

https://www.kaggle.com/antgoldbloom/what-algorithms-are-most-successful-on-kaggle


Ensemble Method:
Sequentially Predict Residual

• Model 1: Trained to predict original y in train set
• model1.fit(xtr_NF, ytr_N)

# Compute the Residual Error
r1_N = ytr_N – model1.predict(xtr_NF)
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Ensemble Method:
Sequentially Predict Residual

• Model 1: Trained to predict original y in train set
• model1.fit(xtr_NF, ytr_N)

• Model 2: Trained to predict residual from model 1
• r1_N = ytr_N - model1.predict(xtr_NF)
• model2.fit(xtr_NF, r1_N)
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Ensemble Method:
Sequentially Predict Residual

• Model 1: Trained to predict original y in train set
• model1.fit(xtr_NF, ytr_N)

• Model 2: Trained to predict residual from model 1
• r1_N = ytr_N - model1.predict(xtr_NF)
• model2.fit(xtr_NF, r1_N)

• Model 3: Trained to predict residual from model 2
• r2_N = ytr_N – (model1.predict(xtr_NF) + model2.predict(xtr_NF))

• model3.fit(xtr_NF, r2_N)
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Boosting for Regression Trees
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ISL textbook



Boosting with depth-1 tree 

9Mike Hughes - Tufts COMP 135 - Fall 2020

Credit: ISL textbook

A depth-1 tree is called a 
“stump”

(Be careful, depth-1 still 
has branches, so maybe 
“sapling” is a better 
name than “stump”)



Regularization of boosted trees
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Regularization
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How to measure 
complexity?
• Number of nodes 

in tree
• Depth of tree
• Scalar prediction 

in region (L2 
penalty)

Credit: T. Chen
https://homes.cs.washington.edu/~tqchen/pdf/BoostedTree.pdf

https://homes.cs.washington.edu/~tqchen/pdf/BoostedTree.pdf


Example Regularization Term
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Credit: T. Chen
https://homes.cs.washington.edu/~tqchen/pdf/BoostedTree.pdf

https://homes.cs.washington.edu/~tqchen/pdf/BoostedTree.pdf


Regularization when boosting
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Minimization objective when adding tree t:

Loss function Regularization
(limit complexity of tree t)

https://xgboost.readthedocs.io/

https://xgboost.readthedocs.io/


Gradient boosting
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Ensembles of general functions

Suppose we have M functions in an ensemble

How to update the m-th function to reduce loss?
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fM (x) =
MX

m=1

fm(x)
<latexit sha1_base64="vrezMfvATBvTH6NZwCVa7iL+vAA=">AAACBXicbVC7SgNBFJ2Nrxhfq5ZaDAYhNmE3CtoEgjY2gQjmAcm6zE5mkyEzs8vMrBiWNDb+io2FIrb+g51/4+RRaOKBC4dz7uXee4KYUaUd59vKLC2vrK5l13Mbm1vbO/buXkNFicSkjiMWyVaAFGFUkLqmmpFWLAniASPNYHA19pv3RCoaiVs9jInHUU/QkGKkjeTbh6FfLTycwDLsqIT7KS+7o7sqDH1uVN/OO0VnArhI3BnJgxlqvv3V6UY44URozJBSbdeJtZciqSlmZJTrJIrECA9Qj7QNFYgT5aWTL0bw2ChdGEbSlNBwov6eSBFXasgD08mR7qt5byz+57UTHV54KRVxoonA00VhwqCO4DgS2KWSYM2GhiAsqbkV4j6SCGsTXM6E4M6/vEgapaJ7WizdnOUrl7M4suAAHIECcME5qIBrUAN1gMEjeAav4M16sl6sd+tj2pqxZjP74A+szx+wp5bI</latexit>

Motivates an update rule that could be applied to any differentiable loss



Gradient Boosting:
Keep adding trees
Fit each one to the gradient
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“Standard” boosting: fit each tree to the residual

Gradient boosting: fit each tree to match the gradient wrt previous predictions

Might be difficult for many loss functions other than squared error

Should be easy for any differentiable loss function



Gradient Boosting Algorithm
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Decide tree structure 
by fitting to gradients

Decide leaf values by 
minimizing loss given structure

Add up trees to get the final 
model

Compute gradient
At each training example

From ESL textbook



To Improve Gradient Boosting
Can extend gradient boosting with
• Second-order approximation of loss
• Smart approximate split finding (speed)
• Penalties on tree complexity
• Very smart practical implementation (speed)
• Parallel computation, sparsity-awareness

Result: Extreme Gradient Boosting
aka XGBoost (T. Chen & C. Guestrin)
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XGBoost:
Extreme Gradient Boosting
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More details (beyond this class)

ESL textbook, Section 10.10

Good slide deck by T. Q. Chen (first author of 
XGBoost):
• https://homes.cs.washington.edu/~tqchen/pdf

/BoostedTree.pdf
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https://homes.cs.washington.edu/~tqchen/pdf/BoostedTree.pdf


Summary of Boosting
PRO
• Like all tree methods, invariant to scaling of inputs (no 

need for careful feature normalization)
• Can be scalable in practice
• Not too many hyperparameters (regularization)

CON
• Greedy sequential fit may not be globally optimal

IN PRACTICE
• XGBoost

• Popular in many competitions and industrial applications
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