ABSTRACT
A network covert channel is a mechanism that can be used to leak information across a network in violation of a security policy and in a manner that can be difficult to detect. In this paper, we describe our implementation of a covert network timing channel, discuss the subtle issues that arose in its design, and present performance data for the channel. We then use our implementation as the basis for our experiments in its detection. We show that the regularity of a timing channel can be used to differentiate it from other traffic and present two methods of doing so and measures of their efficiency. We also investigate mechanisms that attackers might use to disrupt the regularity of the timing channel, and demonstrate methods of detection that are effective against them.
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1. INTRODUCTION
A covert channel is a mechanism that can be used to violate a security policy by allowing information to leak to an unauthorized process [14]. Two types of covert channels exist: storage and timing channels. A storage channel involves the direct or indirect writing of a storage location by one process and the direct or indirect reading of the storage location by another process [25]. A timing channel involves a sender process that “signals information to another by modulating its own use of system resources (e.g., CPU time) in such a way that this manipulation affects the real response time observed by the second process” [25]. This classification can be taken further by identifying hybrid channels in which the timing and storage information are used together, and counting channels [19] in which the number of events come into play instead of the occurrence of a single event.

Detecting and preventing covert channels is particularly important for multi-level security (MLS) systems in which processes working with classified information may leak information to processes with a lower classification level via the use of shared resources [23]. Indeed, the evaluation criteria for trusted computer systems includes the requirement to analyze covert channels [25] in terms of their bandwidth and to develop policies to monitor and maintain their bandwidth below maximum acceptable levels. In this paper, we focus on the analysis and detection of covert timing channels in the TCP/IP protocol suite. Although some work has been done on timing channel analysis in general, little attention has been paid to channels in IP. Note that the Trusted Computer System Evaluation Criteria (TCSEC [25]) requires storage channel analysis for a class B2 system, and timing channel analysis for higher classes.

In this initial exploration, we first present a design of an IP timing channel and provide the details of its implementation. While simple in concept, there proved to be some non-obvious issues in designing the software. We then look at the detection problem and present a set of methods for detecting IP timing channels based on analysis of traffic flows.

In the following section, we provide background information on covert channels. We present our IP covert timing channel design and implementation in Section 3 and point out some difficulties in implementing synchronous timing channels in asynchronous environments where no global reference clock exists. We present the results of an empirical study evaluating the performance of our channel. In Section 4 we present our proposed detection method and an empirical evaluation of its ability to detect IP timing channels. We conclude with directions for future work in Section 5.

2. NETWORK COVERT CHANNELS
While initial research in covert channels focused on single systems [23, 27, 32, 34], our focus here is on network...
covert channels, which have become a pervasive security threat to trusted distributed systems. Network covert channels have been used by attackers to communicate with compromised hosts, particularly in distributed denial of service attacks [18]. Many tools exist for setting up network covert channels using a variety of protocols including TCP, IP, HTTP and ICMP [9, 10, 29, 31].

The data section of packets is the easiest place to convey covert information, due to its large size and because it is relatively unstructured compared to headers. Modifying the packet payload is outside the scope of this paper as it falls in the realm of steganography or watermarking. Our focus in this section is instead on storage channels in the packet headers and on timing channels.

Unused header fields that are either designed for future protocol improvements or in general go unchecked by firewalls and network intrusion detection devices, may convey information in the form of a covert channel [2, 3, 10, 12, 29, 30]. The ID field (for unfragmented packets) in TCP and the option bits in IP have been used for storage channels [12]. A smart attacker can even devise means to use some of the header fields that do fall under scrutiny, such as the IP checksum field [1]. An effective way to eliminate most storage channels is through traffic normalizers [11, 17], which modify both incoming and outgoing packets by standardizing fields that are unused or redundant. Unusual traffic patterns may also lead to discovery of storage channels. For example, multiple ping requests within a small time interval may indicate a storage channel in the ICMP protocol such as that used by Loki [9]. In addition, covert storage channels can sometimes be detected by observing variations in unused packet header fields [17].

Less attention has been placed on network timing channels. These channels convey information through the arrival patterns of packets, rather than through the contents of the packets themselves. Network timing channels include packet sorting channels [2, 3], in which the order of packet arrival conveys information, and timing channels in which it is the reception or absence of packets within specific time intervals that carries significance. In our research we have focused on the latter type of timing channel.

To understand how these channels work, consider a distributed MLS system which uses the TCP/IP protocol suite to provide the necessary communication between remote users of the system. For the sake of simplicity, we will assume that the two parties have information access levels of HIGH and LOW. We assume that the system is capable of securing all overt communication and further mechanisms such as a packet sanitizer are also employed, which remove all sensitive data from the message content when data is transferred from HIGH to LOW security levels. Our research addresses two questions: How can information be leaked using IP from a HIGH node to a LOW node? How can the system detect such leakage?

In terms of a client/server architecture, the covert channel can be set to leak information in either direction: server to client or client to server. In the first case, the server resides on a HIGH node running a form of malware. The client initiates the covert communication by a connect request over a known port (e.g., FTP). The trojaned server recognizes the IP address of the client, and begins the covert communication. Note that the server exhibits normal behavior on connection requests from all other clients. In the second case, malware in a client on a HIGH node initiates the connection. In this case, the server’s IP address is known to the malware. The server responds and the covert communication is started, this time from client to server. Given our implementation experience (see Section 3), we conjecture that fewer hacker tools use timing channels because of the difficulties in synchronizing such channels and because of their reduced bandwidth as compared to storage channels.

Network implementations of the pump [20] as well as timing jammers [13], which act as intermediaries between networks and modify packet inter-arrival times, are the principal defenses against timing channels. These defenses are aimed at stopping such channels rather than detecting them. An attacker who is aware of the existence of such countermeasures may intentionally decrease the bandwidth of the covert channel, reducing the effect of fluctuations in packet inter-arrival times on message accuracy. This ensures that the introduced timing discrepancies will be small compared to the length of each timing interval. Detection may also be more desirable than stopping covert channels because of the added benefits of locating compromised internal hosts as well as in blacklisting external IP addresses that are found to participate in the covert communication. Consequently, the focus of our research is to detect network timing channels.

3. IP COVERT TIMING CHANNEL IMPLEMENTATION

In a timing channel, the receiver and sender agree a priori on a timing interval and the starting protocol (either a particular time or in response to a network event, such as the first packet sent). During each time interval the sender either transmits a single packet or maintains silence. The receiver monitors each interval to determine whether a packet was received or not. The result is a binary code where a 1 represents the detection of packet in an interval and a 0 represents the absence of a packet (see Figure 1). Note that the raw data that flows across the channel is binary but the actual interpretation of the binary stream is up to the
Regardless of whether the binary stream is the data itself or whether it represents a message, additional bits are usually included in the transmission for three reasons. Firstly, additional parity bits may be appended to the data to add redundancy for error correction due to transmission errors (e.g., errors arising when a packet is lost). Secondly, additional bits may be added for purposes of maintaining synchronization between sender and receiver. Finally, the data may be encrypted in order to add a further layer of privacy and obfuscation. This third issue is beyond the scope of this paper because our detection schemes are concerned with detecting only the presence of a covert channel, and are not designed to infer the content of such channels.

The message for transmission is subdivided into smaller blocks of binary data, referred to as frames in this paper. An example frame consists of data bits, synchronization bits, and error-correcting bits. While all the frames are of equal length, the actual length, as well as the interval between frames, is influenced by parameters of the encoding scheme and the network. This is further examined in Section 3.4, where we look at synchronization issues. Note that although one can employ error-correcting code bits, we have not included this option in our initial implementation.

The IP covert timing channel can be configured to run on any application port. Because the traffic pattern is expected to vary based on the application, choice of the protocol in which to hide the channel can affect detection ability. Indeed, we illustrate this empirically in Section 4.

In our experiments we have assumed a unidirectional communication model for the covert channel. Note that only the covert communication is assumed to be unidirectional; the communication itself is still bidirectional and the TCP/IP packets are ACKed. Assuming a unidirectional channel means that the receiver side cannot communicate with the sender of the covert channel using the covert channel itself. Restricting the channel to be unidirectional increases the difficulty in implementing an error-free channel. In particular, the receiver cannot 1) acknowledge the correct receipt of covert packets, 2) rate limit the sender, or 3) indicate when to resynchronize. We also assume that both the sender and receiver have the software to send/receive the covert channel packets.

3.1 Performance Factors

Several factors impact the performance of a network timing covert channel.

Network conditions: The channel performance is directly affected by the network conditions between the communicating parties. During the peak hours, when a congestion is likely, IP packets are more likely to be delayed, arrive out of order, or be lost during transmission. Additionally, jitter, which is the variability in round trip times (RTT) can cause synchronization problems.

Sender/receiver processing capabilities: The sender and receiver processing units may be congested under heavy load (e.g., a web server observing high traffic at peak times). Under these conditions, the processing of the packets may be delayed. The bottleneck could be either the network processing card or any other busy resource that might delay packet processing.

The complexity of the algorithms: The algorithms used in designing the communication channel should be efficient. In our experiments we were able to decrease the timing interval to millisecond precision, hence the socket algorithms should operate faster than this interval to meet the data rate.

The portability of the programming language: The synchronization of the channel depends solely on the correct and consistent functionality of program subroutines and the libraries used. One example is the nanosleep subroutine. The operation of these subroutines should be standard in different operating environments (e.g., same precision in both sender and receiver).

All four factors affect the packet synchronization, maximum allowable bandwidth, and may introduce noise into the channel. Some of these factors can be mitigated (e.g., complexity and portability) by efficient design and implementation methodologies. Others, such as varying network conditions, need more intelligent mechanisms to cope with them. We come back to this problem in Section 3.4 where we present different mechanisms for decreasing noise and for resynchronizing the channel.

3.2 Channel Implementation

We implemented our covert channel as a client and server using Berkeley sockets library in C for our communication protocol, and Python version 2.3 to encode/decode the data sent on the channel and as a wrapper that called the C library functions. This software was developed for and ran under RedHat Linux 9.0 kernel version 2.4.20.

The effective operation of the channel depends on synchronization between the sender and receiver. In our implementation, the receiver initially listens on a blocking socket, and is therefore suspended until the initial transmission, called the start of frame (SOF), arrives. It then continues executing and checks whether a packet arrives during the covert interval over non-blocking sockets. At the end of the frame, it reverts to a blocking socket until the next SOF. This scheme does not entirely solve the synchronization problem and several other schemes are discussed in Section 3.4.

Given the encoded message, the sender sends a packet in the middle of the timing interval for each 1, and stays silent for each 0. Before sending the data bits of a frame, the sender sends the SOF denoting the beginning of frame.

3.3 Determining the Timing Interval

The bandwidth of the timing channel is determined by the choice of timing interval, which is the interval between successive transmissions. The smaller the interval the higher the transmission data rate. The bandwidth of the channel can be made as high as the processing speeds that the receiver and sender allow. There is a tradeoff though, because network jitter, scheduling in the system, and clock skew increase the probability of errors as the timing interval is decreased. In Section 3.5 we explore this tradeoff experimentally.

The time interval of the channel must be known to both the sender and receiver for communication to be successful. It might be established by default, set ahead of time, or the sender could use a storage channel in the initial SOF packet to communicate what the interval will be.
3.4 Synchronization

In a covert timing channel, all information transmitted is based entirely on the arrival time of packets at the receiver. Because the sender and receiver may operate with different clocks, it becomes a challenge to implement end-to-end synchronization, particularly in a one-way channel. Jitter can cause packets to be recorded as arriving in a time period before or after the intended one, as shown in Figure 2(a).

While some error from jitter can be corrected with error-correcting codes, longer-term changes that occur in the middle of a transmission might cause an entire series of transmission to be shifted (Figure 2(b)). Clearly this problem can be solved by simply making the timing interval much larger than any expected network or processing delays, but this reduces the bandwidth of the channel. In this section, we describe techniques we used to help maintain synchronization.

3.4.1 Start of frame (SOF):

As a precaution against low levels of jitter in the network, each packet is sent in the middle of the timing interval. Moreover, upon receipt of every SOF packet, the receiver aligns itself with the newly received SOF by assuming that the SOF arrived exactly in the middle of the timing interval. This aligns the sender and receiver timing windows and in turn helps maintain synchronization.

3.4.2 Silent intervals:

We enhance the previous scheme by introducing silent intervals between frames. During a silent interval no packet transfer occurs between sender and receiver. We assume that the parties have previously determined the length of the silent interval. This interval can either be a default value or the covert channel itself can be initially used to send this value before the actual data transfer begins. The sender can enter the silent state any time during the transmission. Note that the sender has no way of knowing whether the receiver received the covert bits correctly or not. Therefore, it is up to the sender to observe the changing network conditions and make the decision when to pause the transmission.

3.4.3 Interval adjusting:

Rather than slow down the transmission by introducing silent periods in which no transfer occurs, the channel can adapt to the changes gradually as the network conditions change. In our interval adjusting scheme, the receiver closely monitors the time each packet arrives and compares it to the projected ideal case (the expected arrival time of the next packet) based on the current timing interval. Comparing the two, a \textit{delta} is computed, which is the deviation between the ideal and actual times. The receiver then simply adds this value to its timing interval and adjusts its clock for the next arriving packet. Note that delta can be positive or negative, depending on whether the packet arrived early or late. This scheme is most useful when there is an incremental change in the network conditions that persists for longer than the lifetime of a single packet. It can however lead to errors if the change in the network delay is greater than 50% of the timing interval (e.g., adjust to an incorrect timing interval). As a precaution, we restrict the magnitude of each adjustment to be less than 10% of the difference between two consecutive intervals.

3.4.4 Phase locked loop (PLL):

A more promising solution for combating errors caused by variable network delays is to make interval adjustment more responsive to changes in delay. A phase-locked loop (PLL) is a popular method in communications used for bit and symbol synchronization. A PLL is a closed-loop feedback control circuit that is designed to track or synchronize an output signal with an input signal in frequency and phase.
3.5 An Empirical Evaluation of the IP Timing Channel Performance

In this section we show the performance of our IP timing channel. The communication channel becomes lossy as the timing interval is decreased due to the impact of one or more performance factors described in Section 3.1. We investigate the maximum data rate provided by our IP timing channel by decreasing the timing interval and observing the corresponding accuracy.

The channel accuracy can be measured as the percentage of correctly received bits, characters, or words. Because of potential erasures or shifting of bits, the number of bits, characters, or words may not be identical in the sent and received messages. We therefore measure accuracy based on edit distance, which is the minimum distance between two strings (in our case bits or characters) that is needed to transform the first string into the second. We use an efficient ($\Theta(mn)$ where $m$ and $n$ are the lengths of the strings) dynamic programming approach to calculate the edit distance known as the Wagner-Fischer technique [33].

Our covert channel ran between Purdue and Georgetown Universities, and was subject to changing network conditions. During “normal” network conditions, the route between communicating parties was twelve hops with an average RTT of 31.5 msec. In order to assess the accuracy of our covert channel under varying traffic loads, we ran our experiments at different times. Our results show that an IP timing channel is highly dependent on network factors.

3.5.1 Effect of timing interval size:

We first investigate the potential data rate of our channel by decreasing the timing interval until the accuracy drops. We mark this point as a threshold that can be thought as a boundary between the lossless and lossy communication and calculate the corresponding channel bit and character rate. In this experiment we used the periodic silent intervals synchronization scheme described in Section 3.4, with $k$ denoting the frequency the synchronization scheme goes into a silent period (e.g., every twenty timing intervals). The character coding is eight bit ASCII with no error correction. Figure 3 shows the trade-off between the timing interval and the channel accuracy. Our channel provides nearly lossless communication for larger intervals at the cost of lower transmission bandwidth.

The experiment results show that the threshold value for the covert interval is around 0.06 seconds, which guarantees nearly 98% character accuracy for all three values of $k$. The equivalent channel bit rate is 16.666 bits per second (bps). With ASCII encoding and the SOF bit taken into account, we calculate the channel character rate around 1.852 characters per second (cps). As expected, the channel accuracy remains high for larger timing intervals. It also remains slightly higher when the transmissions are periodically paused for resynchronization.

3.5.2 Effect of network conditions:

In this experiment, we demonstrate an example of a network congestion and its effects on the performance of the covert channel. We plan to expand on these results in future work with reproducible network conditions using the DETER test bed [8].

We ran our covert channel on a congested network with a highly varying RTT between the sender and receiver with mean RTT at 42.07 msec. The normal RTT values for this channel have a mean RTT at 31.5 msec. Our evaluations show that congestion lowers the accuracy rate. For example, with timing interval set to 0.08, we observe 100% average character accuracy under normal conditions, but the accuracy drops to 82.11% for the congested network. Clearly, the interval must be increased to retain accuracy during periods of high congestion.

4. DETECTING IP COVERT TIMING CHANNELS

In this initial exploration, our focus is on whether we can create mechanisms that can detect covert channels in IP traffic. To this end we have developed and experimented with two different methods. As we explain in Section 4.1, each method tries to detect the fundamental regularity that must exist for a covert timing channel to exist. In Figure 4(a), we show the inter-arrival times of a simple covert timing channel. The y-axis is the inter-arrival time and the x-axis is the packet number. In Figure 4(b), we have sorted the inter-arrival times from smallest to largest. The result is a step function (note that because of varying network load, it is not a perfect step function). From these two figures, we observe that there appear to be approximately 4 or 5 different inter-arrival times. This highly regular behavior is a direct result of the static encoding of the frames in the timing channel. The arrival of packets is separated by 0, 1, 2, 3, 4... intervals (the number of intervals separating packets is the number of “zeros” between two consecutive “ones” in a codeword). In contrast overt traffic packets can arrive anytime, resulting in an irregular pattern.

We present empirical results that show that for the simple case of a covert channel with a single interval and no noise
that both of the proposed methods are highly effective at detecting covert channels. We then explore how well each method performs when measures are taken to try to hide the covert channel’s regularity.

4.1 Methods for Detecting Regularity in Inter-arrival Times

Assume that we have observed \(n\) packets (in our experiments we set \(n\) to be 2000). Our objective is to develop metrics that capture any pattern of regularity in the traffic that is suggestive of a covert timing channel.

4.1.1 Measure 1: Examining patterns in the variance:

Our first method examines whether the variance in the inter-arrival (IA) remains constant. To this end, we separate the traffic into non-overlapping windows of size \(w\) packets. For each window \(i\), we compute the standard deviation \(\sigma_i\) of the IA times. To compute our heuristic measure of regularity, we then calculate the pairwise differences between \(\sigma_i\) and \(\sigma_j\) for each pair of windows \(i < j\). Finally to obtain a summary statistic, we compute the standard deviation of the pairwise differences. The following formula summarizes the process:

\[
\text{regularity} = \text{STDEV} \left( \frac{\sigma_i - \sigma_j}{\sigma_i}, i < j, \forall i, j \right)
\]

4.1.2 Measure 2: \(\epsilon\)-Similarity between adjacent inter-arrival times

The second measure is derived from the sorted IA times (see Figure 4(b)). From this sorted list, we compute the relative difference between each pair of consecutive points. For example the relative difference between \(P_i\) and \(P_{i+1}\) is computed as \(|P_i - P_{i+1}|/P_i\). We show these pairwise relative differences plotted in Figure 5. We can then compute a measure of similarity, which we call \(\epsilon\)-Similarity by computing the percentage of relative differences that are less than \(\epsilon\). For covert channels the majority of the pairwise differences in the sorted list of IA times will be very small. It is large only for jumps in the step function (see Figure 4(b)).

4.1.3 A discussion of other approaches:

We also investigated several approaches that were not fruitful, but were more obvious from a statistical point of view.

Indexes of dispersion of a point process have been used as a tool in network characterization [16, 28]. In particular, index of dispersion for intervals (IDI) can be used to qualitatively compare the inter-arrival times of a point process with the Poisson process serving as the basis (for which the IDI is unity) [7]. IDI provides a finer measure for defining the variability of the process than does a second order moment analysis. In [16], the variability, or the burstiness, of the network traffic is defined as “the changes in the variance of the sum of consecutive inter-arrivals.” Although this measure appears promising, it makes a number of assumptions including stationarity, which needs to be verified for the correct interpretation of the results. In this initial study, we do not impose such assumptions on the distributions of covert or overt traffic. Our future work includes such analysis of both types of traffic.

Another avenue we examined was statistical non-parametric tests similar to those used in other work [26, 4, 6]. Applications of these tests has mainly concentrated on network traffic characterization and modeling. The goal is often to determine whether two streams come from the same
empirical distribution. For example, there are applications of the Kolmogorov-Smirnov test. In our research, we are not seeking to model either the overt or the covert network traffic. Our goal is to define metrics that differentiate covert from overt traffic, therefore, these methods are not directly applicable to the detection of IP timing channels.

### 4.2 An Empirical Evaluation

The goal of our experiments was to examine the efficacy of our two metrics. To this end we first report experiments with a basic covert channel that employs a single timing interval throughout the communication and does not try to mask itself in any way. Our second set of experiments looks at how our metrics fare when the measures are taken to hide the channel. Our ultimate experimental objective is to measure not only our method’s false negative rate for covert channels but also its false positive rate for non-covert traffic. To this end, our third experiment explores how our metrics can be combined to form an automated detection method.

#### 4.2.1 Data sets:

In our experiments, we used both synthetic and real traffic data sets for the sake of completeness. Our synthetic data set is the '99 DARPA data set for Telnet and HTTP traffic [21]. Additionally, we employ the second version of NZIX data sets (NZIX-II) which is a collection of TCP and UDP traces collected by the WAND research group [15]. For the TCP traces, we chose to investigate Telnet, FTP, and HTTP traffic.

For each experiment we report results for traffic flows of 2000 packets. Our goal is not to model or identify a traffic distribution, but to determine whether we can accurately detect a covert channel in a window of 2000 packets. In future work we will investigate what is the minimum length of the window for which our methods are still effective. Note that although the covert channel was run between Purdue and Georgetown Universities, for the non-covert traffic we use the recorded IA times in the datasets. A drawback is that we cannot have the same network conditions (e.g., number of hops, same jitter), but excluding the case of jitter this does not impact our results. None of our measures look at absolute IA values, but rather compute measures of regularity in terms of the relative differences among IA values.

#### 4.2.2 Covert Channel I: A simple timing channel:

Our first experiment examines each metric’s ability to detect a covert timing channel that employs a single timing interval (set to be 0.04 sec) for the entire communication. In Table 1 we show the regularity of the variance for two window sizes (100 and 250) within the 2000 packet dataset. Our results are the average of ten different sets of data for each protocol, including the covert channel.

Observe that the variance in the pairwise differences between the variance of each pair of windows is on average less for the covert channel than for the other traffic. However, one FTP and one UDP dataset had similarly low scores. This is to be expected because FTP and UDP send streams of data as fast as possible resulting in a uniform IA. Note that the smaller window size appears to better differentiate the covert channel’s regularity from the other protocols. In other words, there is a larger difference between the value (4.63) for the covert channel and the values for the non-covert channels.

In Figure 6 we show the results for the second metric, \(\epsilon\)-Similarity. The x-axis shows \(\epsilon\) and the y-axis shows the percentage of all pairs of sorted IA values whose difference is less than \(\epsilon\). For a covert channel we would anticipate that the majority of the traffic would have small differences in the sorted IA values. For both the NZIX-II and the DARPA datasets, the graph show the results for Telnet, WWW.
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**Figure 6:** Similarity of different types of traffic (a) Comparison of NZIX-II unhidden and covert traffic. (b) Comparison of DARPA and unhidden covert traffic.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Application</th>
<th>(w=250)</th>
<th>(w=100)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NZIX-II</td>
<td>WWW</td>
<td>22.14</td>
<td>44.32</td>
</tr>
<tr>
<td>NZIX-II</td>
<td>FTP</td>
<td>7.77</td>
<td>16.46</td>
</tr>
<tr>
<td>NZIX-II</td>
<td>Telnet</td>
<td>12.08</td>
<td>18.15</td>
</tr>
<tr>
<td>NZIX-II</td>
<td>UDP</td>
<td>15.57</td>
<td>27.18</td>
</tr>
<tr>
<td>DARPA</td>
<td>WWW</td>
<td>21.59</td>
<td>62.32</td>
</tr>
<tr>
<td>DARPA</td>
<td>Telnet</td>
<td>17.70</td>
<td>52.21</td>
</tr>
<tr>
<td>Covert-I</td>
<td></td>
<td>2.18</td>
<td>4.63</td>
</tr>
</tbody>
</table>

**Table 1:** Regularity of NZIX-II, DARPA, and covert traffic with windows of size 250 and 100.
FTP-data, UDP and the covert channel. The reported values are averaged over ten runs. The results show a striking difference between the covert channel and non-covert flows for the NZIX-II data. For example, 40% of the covert traffic has a difference of less than $\epsilon = 0.005$. Whereas for the non-covert channel less than 15% are this similar. What is interesting is that although the trend is similar for the DARPA dataset, there is far more regularity in the DARPA data than in the NZIX-II data. Indeed, studies have shown that because the normal traffic in the DARPA dataset was synthetically generated, it is not entirely representative of real traffic [24, 22]. Although previous studies have not examined the specific inter-arrival times, they have illustrated that 1) many attributes of DARPA network traffic are more predictable than the real traffic, and 2) the synthetic dataset shows different statistical characteristics than real data. Hence we conjecture that the regularity shown in Figure 6 for $\epsilon$-Similarity for the DARPA dataset is a direct consequence of the nature of the synthetic data.

### 4.2.4 Covert Channel III: Injecting noise:

Our third experiment examines how our measures fare when we explicitly introduce irregularity into the covert channel. We inject noise into the channel as follows. For a covert channel operating on a port typically associated with a particular application X, we insert portions of interarrival times from a non-covert traffic stream for application X. For example, if the covert channel runs on Port 80, we use WWW traffic. We then break the covert channel into blocks of 100 packets, and randomly replace blocks of the covert traffic with the non-covert traffic of application X until we achieve the desired noise level (e.g., for 10% noise, the IA times for two randomly selected blocks of 100 packets would be replaced in our 2000 packet stream).

This scheme again impacts our first measure because of the random nature of noise injection. Because a window may include components from the noisy traffic, the windows are no longer comparable and our regularity measure fails to discriminate covert from non-covert traffic.

Our second measure, however, fares better. In Table 3 we show the $\epsilon$-Similarity values for the original covert channel (Covert Channel I – shown in the 0% noise row), and for noise levels of 10, 25 and 50%. In addition, we include the values for the non-covert traffic in the bottom three rows of the table. Note that as the noise level increases the covert traffic begins to have $\epsilon$-Similarity values close to the non-covert traffic. However, a drawback from the sender/receiver’s viewpoints is that the covert bandwidth decreases linearly with the noise level.

### 4.3 Automatic Detection of IP Covert Timing Channels

In this section, we present the results of an experiment designed to evaluate our metrics’ ability to be used to automatically detect covert timing channels. Both of our methods require that we set a threshold. For $\epsilon$-Similarity, we need to choose a threshold for each value of $\epsilon$. For our regularity metric, values below the threshold are considered to have been generated by covert traffic. To set the parameters, we first ran experiments with ten flows from each protocol type. Note that we experimented only with WWW and FTPd traffic, as in the NZIX-II dataset there is insufficient data for the other protocols to find ten flows of 2000 packets. After we collected the data from the ten train-

<table>
<thead>
<tr>
<th>Method</th>
<th>$t$</th>
<th>0.005</th>
<th>0.008</th>
<th>0.01</th>
<th>0.02</th>
<th>0.03</th>
<th>0.1</th>
<th>&gt;0.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequential</td>
<td>250</td>
<td>34.17</td>
<td>45.17</td>
<td>51.23</td>
<td>67.38</td>
<td>75.29</td>
<td>90.75</td>
<td>9.25</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>34.12</td>
<td>45.77</td>
<td>52.78</td>
<td>67.53</td>
<td>75.54</td>
<td>90.50</td>
<td>9.50</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>34.22</td>
<td>46.87</td>
<td>53.68</td>
<td>67.68</td>
<td>75.09</td>
<td>89.89</td>
<td>10.11</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>34.87</td>
<td>46.37</td>
<td>51.83</td>
<td>67.58</td>
<td>76.19</td>
<td>90.65</td>
<td>9.35</td>
</tr>
<tr>
<td>Random</td>
<td>250</td>
<td>36.51</td>
<td>48.02</td>
<td>53.47</td>
<td>68.30</td>
<td>76.20</td>
<td>90.49</td>
<td>9.51</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>35.21</td>
<td>46.88</td>
<td>52.55</td>
<td>68.29</td>
<td>75.67</td>
<td>90.28</td>
<td>9.72</td>
</tr>
<tr>
<td>Original</td>
<td>39.92</td>
<td>52.83</td>
<td>58.58</td>
<td>72.79</td>
<td>79.74</td>
<td>91.85</td>
<td>8.15</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: $\epsilon$-Similarity scores for Covert Channel II. For each window of $t$ packets, the interval is selected to be from the set (0.04, 0.06, 0.08). Results are shown for both selection methods (Sequential and Random) and for the original covert channel that employs a single interval (0.04).

---

Note that for values of $\epsilon < 0.1$ observations above our threshold are considered covert traffic and for $\epsilon > 0.1$ values below our threshold are considered covert, because the majority of covert traffic has a similarity $\leq 0.1$.
ing flows, we compute various statistics to determine our thresholds. Specifically we calculate the mean and standard deviation, and record the minimum and maximum observed values for each of our metrics. We then applied several different thresholds to a new set of independent testing data. For each protocol we collected ten new flows (we did not examine them until after parameter selection).

The results for \( \epsilon \)-Similarity are shown in Table 4. For each protocol, we show the results for several different choices of threshold. Specifically, values smaller than 2, 1.5 or 1 standard deviation(s) away from the mean value observed for the non-covert traffic. We also show values for thresholds set to be greater than the largest observed value for \( \epsilon < 0.1 \) (and less than the smallest observed value for \( \epsilon > 0.1 \)). To be classified as a covert channel all seven \( \epsilon \)-Similarity metrics are computed and we take a majority vote.

In the third column of the table we show the results for the non-covert traffic, which gives us the false positive rate (FP). Our results show that the false positive rate for both WWW and FTPd traffic is 10% for most choices of the threshold value.

We also report the false negative rates for several different types of covert channel. Specifically we report the false negative rate for the basic channel (Cov-I), for a channel for which the interval is varied randomly between three choices (Cov-II), and for channels with noise injected (Cov-III). For the original covert timing channel (Cov-I) our false negative rate is 0%. For the interval varying covert channel (Cov-II), all values of our thresholds work well except for the strictest test which is \( \mu + 2\sigma \), in this case the covert channel begins to resemble the normal FTPd traffic. Finally, for the channels in which noise is injected (Cov-III) the higher the level of noise the more difficult our method has in recognizing that it is a covert channel. However, for both the WWW and FTP traffic at 10% noise, most values of the threshold work well.

We also ran experiments for our measure of regularity. For the simple timing channel without any noise, our method is able to detect it with 100% accuracy with a 0.0% false positive rate. However, as discussed earlier this method fails when attempts are made to obfuscate the channel (Cov-II and Cov-III).

### Table 3: \( \epsilon \)-Similarity scores with different classes and levels of noise.

<table>
<thead>
<tr>
<th>WWW</th>
<th>Threshold</th>
<th>FP</th>
<th>Cov-I</th>
<th>Cov-II</th>
<th>Cov-III(10%)</th>
<th>Cov-III(25%)</th>
<th>Cov-III(50%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu + 2\sigma )</td>
<td>10.0</td>
<td>0.0</td>
<td>0.0</td>
<td>86.6</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
<tr>
<td>( \mu + 1.5\sigma )</td>
<td>10.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>53.0</td>
<td>86.6</td>
<td></td>
</tr>
<tr>
<td>( \mu + \sigma )</td>
<td>10.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>86.6</td>
<td></td>
</tr>
<tr>
<td>( &gt; Max )</td>
<td>10.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>20.0</td>
<td>86.6</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>FTPd</th>
<th>Threshold</th>
<th>FP</th>
<th>Cov-I</th>
<th>Cov-II</th>
<th>Cov-III(10%)</th>
<th>Cov-III(25%)</th>
<th>Cov-III(50%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu + 2\sigma )</td>
<td>10.0</td>
<td>0.0</td>
<td>0.0</td>
<td>86.6</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
<tr>
<td>( \mu + 1.5\sigma )</td>
<td>10.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>80.0</td>
<td>93.3</td>
<td></td>
</tr>
<tr>
<td>( \mu + \sigma )</td>
<td>30.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>6.7</td>
<td>93.3</td>
<td></td>
</tr>
<tr>
<td>( &gt; Max )</td>
<td>10.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>33.3</td>
<td>86.6</td>
<td></td>
</tr>
</tbody>
</table>

### Table 4: False positive (FP) and false negative (FN) rates for covert channel detection.

5. CONCLUSIONS AND FUTURE WORK

In this paper we have presented the design and implementation of a network covert timing channel; developed methods of distinguishing the covert traffic generated by our channel from normal traffic; and examined the efficacy of our detection methods in the face of counter-measures attackers seem likely to pursue.

The implementation of the timing channel raised a number of non-obvious issues in its design, particularly in methods of determining timing intervals in the absence of an accurate, shared clock. Our implementation uses a variety of mechanisms to synchronize the data stream, including use of blocking and non-blocking sockets; periodic idle intervals; and dynamic adjustment of the intervals. We then evaluated the performance of the channel to determine the maximum dependable speed of transmission.

We then collected data while our timing channel communicated between two remote locations on the Internet, and using this data, developed two methods to differentiate covert traffic traces from normal traffic traces obtained from widely used research data. The first method measures
the regularity the inter-arrival time of packets in the trace. The second, $\epsilon$-Similarity, measures the similarity of pairs of sorted inter-arrival times.

We then empirically evaluated the performance of these methods in three different scenarios: a simple, unobfuscated timing channel; a channel in which the timing interval varied during transmission; and a timing channel that paused periodically for transmission of noise of a form that would mimic the protocol used for covert communications. Both detection methods could reliably differentiate the covert traffic in each of the simple cases. In the second scenario, with varying timing intervals, the $\epsilon$-Similarity measure succeeded in identifying the timing channel after the regularity measure failed. In the third scenario, as the amount of noise and available covert bandwidth increased, the success of our methods decreased.

This work was an initial exploration into the creation and detection of network covert timing channels and there are many avenues for future work. In the short term we will add error-correction and better synchronization techniques to increase the bandwidth of the covert channel. In the longer term we will investigate other detection methods designed to be robust in the face of attempts to hide its regularity.
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