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ABSTRACT
We proposed the notion of Reality-Based Interaction 
(RBI) as a unifying concept to tie together a large subset 
of emerging interaction styles [7]. Interfaces should 
adhere to reality-based principles unless designers 
explicitly choose to make a tradeoff where they sacrifice 
reality in order to gain other positive qualities. When a 
reality-based interface has been designed, and the reality 
tradeoffs have been carefully considered, it is very 
difficult to determine whether or not the reality-based 
principles or reality tradeoffs resulted in a ‘good’
interface.  To address this problem, we use functional 
near infrared spectroscopy (fNIRs), a new, non-invasive
brain imaging technique, to complement standard 
usability experiments. We demonstrate an experimental 
protocol and data analysis algorithms which can help 
evaluators of RBI systems to acquire objective, real time 
metrics of users’ workload, and other states while 
working with a given interface. 
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INTRODUCTION
A well designed computer interface should be nearly 
transparent, allowing the user to focus on the task at hand

[12]. This is a common mantra for experts in Human 
Computer Interaction (HCI) who conduct a wealth of 
research on designing and evaluating user interfaces. It is 
well known that effectively designing and evaluating 
interfaces enhances user performance, increases user 
satisfaction, and increases safety[14].  Therefore, 
determining the most effective techniques for evaluating 
human computer interfaces remains an important and 
popular area of research. Although we can measure 
accuracy and time to complete a task, measuring factors 
such as user workload, frustration, enjoyment, and 
distraction are often done by qualitatively observing 
subjects or by administering subjective surveys to 
subjects. These surveys are often administered after a task 
has been completed, lacking valuable insight into the 
user’s changing experiences throughout the task. 

The need for accurate and objective usability metrics has
been of interest to researchers for decades, and it has
become increasingly important due to the recent 
explosion of emerging human-computer interaction 
techniques. These new techniques redefine our 
understanding of both computers and interaction. We 
proposed the notion of Reality-Based Interaction (RBI) as 
a unifying concept to tie together a large subset of these 
emerging interaction styles[7] such as virtual, mixed and 
augmented reality, tangible interaction, ubiquitous and 
pervasive computing, context-aware computing,
handheld, or mobile interaction, perceptual and affective 
computing as well as lightweight, tacit or passive 
interaction.

Direct Manipulation moved interfaces away from the 
command line and moved them closer to real world
interaction by allowing users to directly manipulate 
objects rather than instructing the computer to do so by 
typing commands. New interaction styles push interfaces 
further in this direction[7]. They increase the realism of 
interface objects and allow users to interact even more 
directly with them—using actions that correspond to daily 
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practices within the non-digital world.  In our recent CHI 
paper[7], we described a framework to understand and 
compare these emerging HCI technologies. We discussed 
implications for design, and a set of tradeoffs that 
interface designers should consider when adding or 
removing reality-based principles from their interface. We 
believe that elements of reality should only be removed 
from an interface when the designers of that interface 
make an explicit choice to make a tradeoff between 
reality and one of the following RBI tradeoffs[7].

RBI Tradeoffs
 Expressive Power: i.e., users can do a variety of tasks 

within the application domain

 Efficiency: users can do a task with the system rapidly

 Plasticity: users can do many tasks from different
application domains

 Ergonomics: users can do a task without physical injury 
or fatigue

 Accessibility: users with a variety of abilities can 
perform a task

 Practicality: the system is practical to develop and 
produce[7]

It is up to designers of emerging interfaces to make 
knowledgeable decisions about the reality tradeoffs made 
within the design of their interfaces, and the effect of 
those tradeoffs. A designer whose primary goal is 
accessibility for all may be willing to make a less reality 
based, intuitive interface in order to gain a high degree of 
accessibility. We argue that designers should be mindful 
of the reality tradeoffs that they make, why they are 
making those tradeoffs, and what the effects of that 
tradeoff will be on the intuitiveness, enjoyment, 
efficiency, etc. of their interface.

This new generation of interaction styles poses new 
problems for the already challenging area of usability 
testing. In particular, evaluation techniques for direct 
manipulation interfaces may be insufficient for the newly 
emerging generation of interaction styles. Many new 
interfaces claim to be “intuitive,” a claim that is often 
difficult to quantify, and users’ goals for these emerging 
interfaces often differ from the more common 
productivity goals that are associated with many 
command line and GUI applications. This makes 
objective measurements such as workload, engagement, 
frustration, boredom, and fatigue of paramount 
importance for this new generation.

EVALUATING RBI WITH FUNCTIONAL NEAR 
INFRARED SPECTROSCOPY
To tackle these issues,  current research focuses on 
developing objective techniques to measure user states 
such as workload, emotion, and fatigue [8, 9] in real time.

Although this ongoing research has advanced user 
experience measurements in the HCI field, finding 
accurate, non-invasive tools to measure computer users’ 
states in real working conditions remains a challenge. Our 
research addresses these evaluation challenges. We use a 
new, non-invasive brain imaging technique called 
functional near infrared spectroscopy (fNIRs) to make 
real time, objective measurements of users’ mental state 
while working with interfaces. fNIRs was introduced in 
the early-mid 1990’s [1, 2] to complement, and in some 
cases overcome practical and functional limitations of 
EEG and other brain monitoring techniques. This tool has 
been shown to quantitatively measure attention, working 
memory, target categorization, and problem solving [6].

The tool, still a research modality, uses light sources in 
the near infrared wavelength range (650-850 nm) and 
optical detectors to probe brain activity. Light sources and 
detection points are defined by means of optical fibers 
which are held on the scalp with an optical probe (Figure 
1). Deoxygenated and oxygenated hemoglobin are the 
main absorbers of near infrared light in tissues during 
hemodynamic and metabolic changes associated with 
neural activity in the brain [1]. We can detect these 
changes by measuring the diffusively reflected light that 
has probed the brain cortex [1, 5, 13].  Researchers have 
shown that by placing the probes on a subject’s forehead, 
fNIRs provides an accurate measure of activity within the 
frontal lobe of the brain [5].  These results are promising 
when combined with the fact that fNIRs is safe, portable, 
less invasive than other imaging techniques, and has been 
implemented wirelessly, allowing for use in real world 
environments [5, 10].

Figure 1: two probes and their sources and detectors.

Much of our research focuses on the measurement of 
mental workload with the fNIRs device[3, 11], but 
research suggests that we may be able to measure a 
variety of other useful user states with this device. With 
respect to workload, interface designers and evaluators 
want to minimize the workload attributed to the interface 
while maximizing the workload attributed to the task. 
This principle holds for Direct Manipulation and for 
Reality-Based Interactions. We follow the concept of 
Shneiderman's theory of syntactic/semantic components 
of a user interface [12]. The semantic component involves 
the workload and effort needed to complete the task. The 
syntactic component includes interpreting the interface’s 
feedback and formulating and inputting commands to the 
interface. An important goal in interface design is to 



reduce the amount of mental effort devoted to the 
syntactic aspects so that more mental workload can be 
devoted to the underlying task or semantic aspects.

We believe that brain measurement can be used as an 
additional metric in usability studies to acquire real time, 
objective measurements that shed light on the syntactic 
workload associated with UIs[4]. We focus on the 
interacting cognitive subsystems, or cognitive resources, 
that work together to process information (i.e., working 
memory, executive processing or visual search) while a 
user works with a UI and task. The brain is a complex 
structure, making it nearly impossible to completely 
separate resources devoted to processing the semantic 
(task) and syntactic (UI) components of workload. 
However, we argue that much information can be 
acquired about syntactic workload by breaking mental 
workload down into its multiple cognitive resources[4].  

While experts in HCI have little control over semantic 
workload, we can attempt to modify UIs to decrease their 
syntactic workload, and we posit that lowering syntactic 
workload in emerging interfaces will have a relationship 
with the amount of reality in a given RBI interface. There 
may be situations when we increase reality in order to 
make an interface more intuitive. However, referring back 
to our RBI tradeoffs, there may also be cases when we 
make a tradeoff and decrease the amount of reality in an 
interface in order to add, for example, efficiency to the 
interface.  For instance, if we have an interface that is 
based completely on reality, it may take a user time t, to 
complete task x using mental workload w.  If we can 
make that interface more efficient, (reality/efficiency 
tradeoff), users may be able to expend a comparable
amount of workload w, over less time t, to achieve the 
same task x. 

We present a novel experimental protocol and data 
analysis algorithms that can help usability experts to gain 
information about the workload experienced by computer 
users in the various cognitive resources in their brain 
while working with a computer system[4]. We show how 
this can be related to the objective measurement of 
various user states such as frustration, boredom, 
enjoyment, workload, and fatigue during usability studies 
of RBIs. Our methodology can be used by designers of 
new interfaces, while they iterate on their design ideas 
and evaluate the workload, enjoyment, or frustration of 
making various tradeoffs between reality and power, 
ergonomics, efficiency, plasticity, accessibility, or 
practicality.  The methodology can also be used post-
development to compare the intuitiveness, or enjoyment 
associated with different interaction styles.

USABILITY EXPERIMENT PROTOCOL
We designed an experimental protocol to shed light on the 
workload experienced by a user’s various cognitive 
resources while working with a computer system[4].  

Given a UI to evaluate and an underlying task, we
conduct a task analysis on the UI and task. For each 
subtask, we determine the cognitive subsystems that one 
would use while conducting the subtasks (i.e., spatial 
WM, visual search, etc.). We gather benchmark exercises
from cognitive psychology designed to elicit high and low 
levels of workload on the target cognitive resource(s) 
associated with our UI. 

Next, we run an experiment where users complete the 
well established cognitive psychology exercises, giving us 
a measure of their brain activity while they experience 
high and low workload levels in their various cognitive 
subsystems. Users also work with the UI that we are 
attempting to evaluate.  Lastly, we use fNIRs data 
analysis tools to find similarities and differences in the 
user’s brain activity while working with the UI to be 
evaluated and while completing the cognitive psychology 
exercises. 

While the protocol, in its most general form, will not yield 
exact measures of syntactic workload for any given UI, 
usability experts can incorporate the protocol into their 
current usability studies and use the knowledge gained as 
an added usability metric. For example, designers of a 
virtual reality system may use this protocol in a usability 
study and find that their users were visually overloaded 
while searching for items in the virtual space. They could 
determine this by finding that the users’ brain activity 
while working in the VR space was similar to the users’ 
brain activity while conducting a cognitive psychology 
exercise designed to cause high visual search workload. 
In this case, the designers could re-design the interface to 
place less demand on users’ visual search—perhaps by 
highlighting possible searched objects within the space.
This would be an example of an RBI reality tradeoff 
where reality is lessened in order to gain efficiency. 

In the future, one could imagine a training period, where 
users work with a set of benchmark cognitive psychology 
exercises designed to target particular cognitive resources 
(i.e., verbal WM, spatial WM, visual scanning, auditory 
processing). After determining the patterns of brain 
activity induced by the various benchmark exercises, 
users could work with a computer system and usability 
experts could search for similarities between the users’ 
brain activity while working with the computer system, 
and the brain activity already established during the 
training period.

FEASIBILITY EXPERIMENT
We conducted an experiment that used this usability 
experiment protocol to measure the spatial WM load of 
two user interfaces that involve traversing through 
hyperspace while conducting an information retrieval (IR) 
task[4]. We analyzed our experiment data using Analysis 
of Variance (ANOVA) and clustering routines. We also 



used a k-nearest neighbor classifier with Dynamic Time 
Warping to classify users’ spatial workload on a single 
trial basis. Our experiment results indicated that we could 
use our novel protocol and our fNIRs data analysis 
algorithms to measure the spatial working memory load 
that users experienced while working with our two user 
interfaces[4]. 

CONCLUSION
We use fNIRs to acquire real time, objective 
measurements of users’ states while working with various 
interfaces. We discussed the reality-based interaction 
framework, and we placed particular emphasis on the 
tradeoffs that designers may make when choosing to 
lower the reality of a system in order to gain efficiency, 
expressive power, ergonomics, practicality, accessibility, 
and plasticity. We demonstrated a novel usability 
experimental protocol that demonstrates how brain 
measurement could be used to learn about the user’s 
mental state while working with a reality-based interface. 
RBI designers can use these resulting brain measurements 
to guide them while making their reality-based tradeoffs. 
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