Static analysis can be useful for developers to detect critical security flaws and bugs in software. However, due to challenges such as scalability and undecidability, static analysis tools often have performance and precision issues that reduce their usability and thus limit their wide adoption. In this dissertation, we present machine learning-based approaches to improve the adoption of static analysis tools by addressing two usability challenges: false positive error reports and proper tool configuration.

First, false positives are one of the main reasons developers give for not using static analysis tools. To address this issue, we developed a novel machine learning approach for learning directly from program code to classify the analysis results as true or false positives. The approach has two steps: (1) data preparation that transforms source code into certain input formats for processing by sophisticated machine learning techniques; and (2) using the sophisticated machine learning techniques to
discover code structures that cause false positive error reports and to learn false positive classification models. To evaluate the effectiveness and efficiency of this approach, we conducted a systematic, comparative empirical study of four families of machine learning algorithms, namely hand-engineered features, bag of words, recurrent neural networks, and graph neural networks, for classifying false positives. In this study, we considered two application scenarios using multiple ground-truth program sets. Overall, the results suggest that recurrent neural networks outperformed the other algorithms, although interesting tradeoffs are present among all techniques. Our observations also provide insight into the future research needed to speed the adoption of machine learning approaches in practice.

Second, many static program verification tools come with configuration options that present tradeoffs between performance, precision, and soundness to allow users to customize the tools for their needs. However, understanding the impact of these options and correctly tuning the configurations is a challenging task, requiring domain expertise and extensive experimentation. To address this issue, we developed an automatic approach, auto-tune, to configure verification tools for given target programs. The key idea of auto-tune is to leverage a meta-heuristic search algorithm to probabilistically scan the configuration space using machine learning models both as a fitness function and as an incorrect result filter. auto-tune is tool- and language-agnostic, making it applicable to any off-the-shelf configurable verification tool. To evaluate the effectiveness and efficiency of auto-tune, we applied it to four popular program verification tools for C and Java and conducted experiments under two use-case scenarios. Overall, the results suggest that running
verification tools using **auto-tune** produces results that are comparable to configurations manually-tuned by experts, and in some cases improve upon them with reasonable precision.
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Chapter 1: Introduction

Static analysis (SA) is the process of analyzing a software program’s code to find facts about the security and quality of the program without executing it. There are many static analysis tools – e.g., security checkers, bug detectors, and program verifiers – that automatically perform this process to identify and report weaknesses and flaws in a software program that might jeopardize its integrity. In this respect, static analysis tools can aid developers in detecting and fixing problems in their software early in the development process, when it is usually the cheapest to do so. However, several usability issues affect their performance and precision and thus limit their wide adoption in software development practice.

First, they are known to generate large numbers of spurious reports, i.e., false positives. Simplifying greatly, this happens because the tools rely on approximations and assumptions that help their analyses scale to large and complex software systems. The tradeoff is that while analyses can become faster, they also become more imprecise, leading to more and more false positives. As a result, developers often find themselves sifting through many false positives to find and solve a small number of real flaws. Inevitably, developers often stop inspecting the tool’s output altogether, and the real bugs found by the tool go undetected [1].
Second, many static program verification tools come with analysis options that allow their users to customize their operation and control the simplifications to the task to be completed. These options often present tradeoffs between performance, precision, and soundness. Understanding these tradeoffs is, however, a challenging task very often, requiring domain expertise and extensive experiments. In practice, users, especially non-experts, often run verifiers on the target program with a provided “default” configuration to see if it produces desirable outputs. If it does not, the user often does not know how to modify the analysis options to produce better results.

We believe the challenges above have prevented many program verification tools from being used to their full potential. As software programs spread to every area of our lives and take over many critical jobs like performing surgery and driving cars, solving these challenges becomes more and more essential to assure correctness, quality, and performance at lower costs.

1.1 Addressing False Positives of Static Bug Finders

There have been decades of research efforts attempting to improve the precision of static bug finders, i.e., reducing the spurious results. One line of research aims at developing better program analysis algorithms and techniques [2, 3, 4, 5]. Although, in theory, these techniques are smarter and more precise, in practice, their realistic implementations have over-approximations in modeling the most common language features [6]. Consequently, false positives persist. Another line of research aims at
taking a data-driven approach, relying on machine learning techniques to classify and remove false positive error reports after the analysis completed. At a high level, these work extract set of features from analysis reports and the programs being analyzed (e.g., kind of the problem being reported, lines of code in the program, the location of the warning, etc.) and train classification (or ranking) models with labeled datasets (i.e., supervised classification) to identify and filter false positive analysis reports [7, 8, 9, 10].

Although these supervised classification techniques have proven themselves to be an excellent complement to the algorithmic static analysis as they take a data-centric approach and learn from past mistakes, manually extracted feature-based approaches have some limitations. First, manual feature extraction can be costly, as it requires domain expertise to select the relevant features for a given language, analysis algorithm, and problem. Second, the set of features used for learning classification models for specific settings (i.e., programming language, analysis problem, and algorithm) are not necessarily useful for other settings –i.e., they are not generalizable. Third, such features are often inadequate for capturing the root causes of false positives. When dealing with an analysis report, developers review their code with data and control dependencies in focus. Such dependency insights are not likely to be covered by a fixed set of features.

We hypothesize that adding detailed knowledge of a program’s source code and structure to the classification process can lead to more effective classifiers. Therefore, we developed a novel learning approach for learning a classifier from the codebases of the analyzed programs [11] (Chapter 3). The approach
has two steps. The first step is data preparation that attempts to remove extraneous
details to reduce the code to a smaller form of itself that contains only the relevant
parts for the analysis finding (i.e., error report). Then, using the reduced code, the
second step is to learn a false positive classifier.

To evaluate this approach, we conducted a case study of a highly used Java
security bug finder (FindSecBugs [12]) using the OWASP web vulnerabilities bench-
mark suite [13] as the dataset for learning. In particular, we experimented with two
code reduction techniques, which we called method body and backward slice (see
Section 3.1) and two machine learning algorithms: Naive Bayesian inference and
long short-term memories (LSTM) [14, 15, 16, 17]. Our experimental results were
positive. In the best case with the LSTM models, the proposed approach correctly
detected 81% of false positives while misclassifying only 2.7% of real problems (Chap-
ter 3). In other words, we could significantly improve the precision of the subject
tool from 49.6% to 90.5% by using this classification model as a post-analysis filter.

Next, we extended the false positive classification approach with more precise
data preparation techniques. We also conducted a systematic empirical assessment
of four different machine learning techniques for supervised false positive classifi-
cation; hand-engineered features (state-of-the-art), bag of words, recurrent neural
networks, and graph neural networks [18] (Chapter 4). Our initial hypothesis is that
data preparation will have a significant effect on learning and the gener-
alisability of learned classifiers. We designed and developed three sets of code
transformations. The first set of transformations extract the subset of program’s
codebase that is relevant for a given analysis report. These transformations have
a significant impact on the performance of the approach as they reduce the code dramatically. The second set of transformations project the reduced code onto a generic space free of program-specific words via abstraction and canonicalization, so not to memorize the program-specific words in training and avoid overfitting. These transformations are essential for the generalizability of the learned classifiers. The last set of transformations tokenize the code. These transformations will also impact the performance as they will determine the vocabulary to learn.

In our experiments, we used multiple ground-truth program analysis datasets with varying levels of data preparation under two application scenarios. The first scenario is when the classification models are learned from and used for the same programs, while the second scenario is when the classification models are learned from some programs, but they are later used for different programs (i.e., training and test sets are consist of different sets of non-overlapping programs). To the best of our knowledge, the first scenario is the widely –and the only– studied one in the literature.

Other than the OWASP benchmark used in the case study presented in Chapter 3, we created two more datasets from a program analysis benchmark of real-world programs that we also created to use in this empirical assessment. These real-world datasets enable us to address critical research questions about the performance and generalizability of the approach. Moreover, the varying level of data preparations helps us to test our initial hypothesis about the effect of data preparation for the different application scenarios considered. Overall, our results suggest that recurrent neural networks (which learn over a program’s source code) outperformed the
other learning techniques, although interesting tradeoffs are present among all techniques, more precise data preparation improves the generalizability of the learned classifiers. Our results also suggest that the second application scenario presents interesting challenges for the research field. Our observations provide insight into the future research needed to speed the adoption of machine learning approaches in practice (Chapter 4).

1.2 Configurability of Program Verification Tools

Recent studies have shown that configuration options indeed present tradeoffs [19], especially when different program features are present [20, 21, 22]. Researchers have proposed various techniques that selectively apply a configuration option to certain programs or parts of a program (i.e., adaptive analysis), using heuristics defined manually or learned with machine learning techniques [20, 23, 21, 24, 22, 25]. Although a promising research direction, these techniques are currently focused on tuning limited kinds of analysis options (e.g., context-sensitivity). In addition, supervised machine learning techniques have recently been used to improve the usability of static analysis tools. The applications include classifying, ranking, or prioritizing analysis results [9, 10, 26, 27, 7, 28, 29], and ranking program verification tools based on their likelihood of completing a given task [30, 31]. However, the configurability of program verification tools has not been considered in these applications. We believe that focusing on automatically selecting configurations will make verification tools more usable and allow them to better fulfill their potential.
Therefore, we designed and developed a meta-reasoning approach, auto-tune, to automatically configure program verification tools for given target programs (Chapter 5). We aim to develop a generalizable approach that can be applied for various tools that are implemented in and targeted at different programming languages. We also aim to develop an efficient approach that can effectively search for a desirable configuration in large spaces of configurations. Our approach leverages two main ideas to achieve these goals. First, we use prediction models both as fitness functions and incorrect result filters. Our prediction models are trained with language-independent features of the target programs and the configuration options of the subject verification tools. Second, we use a meta-heuristic search algorithm that searches the configuration spaces of verification tools using the models mentioned above.

Overall, auto-tune works as follows: we first train two prediction models for use in the meta-heuristic search algorithm. We use a ground-truth program analysis dataset that consists of correct, incorrect, and inconclusive\(^1\) analysis runs. The first model, the fitness function, is trained on the entire dataset; the second model, the incorrect result filter (or, for short, filter), is trained on the conclusive part of the dataset—i.e., excluding the inconclusive analysis runs. Our search algorithm starts with a default configuration of the tool if available; otherwise, it starts with a random configuration. The algorithm then systematically, but non-deterministically, alters this configuration to generate a new configuration. Throughout the search,

\(^1\) An inconclusive analysis run means the tool fails to come to a judgment due to a timeout, crash, or a similar reason.
the fitness function and filter are used to decide whether a configuration is a good
candidate to run the tool with. The algorithm continues to scan the search space by
generating new configurations until it locates one that both meets the thresholds in
the fitness and filter functions and leads to a conclusive analysis result when run.

We consider auto-tune as a meta-reasoning approach [32, 33] because it aims
to reason about how verification tools should reason about a given verification task.
In this setting, the reasoning of a given verification tool is controlled by configura-
tion options that enable/disable certain simplifications or assumptions throughout
the analysis tasks. The ultimate goal of meta-reasoning is to identify a reasoning
strategy, i.e., a configuration, that is likely to lead to the desired verification result.

We applied auto-tune to four popular software verification tools. CBMC and
Symbiotic [34, 35] verify C/C++ programs, while JBMC [36] and JayHorn [37] verify
Java programs. We generated program analysis datasets with the ground truths
from the SV-COMP2, an annual competition of software verification that includes
a large set of both Java and C programs. We used these datasets, which contain
between 55K and 300K data points, to train prediction models (i.e., fitness functions
and false result filters) for each tool.

To evaluate the effectiveness of auto-tune, we considered two use cases. First,
to simulate the scenario when a non-expert uses a tool without a reliable default
configuration, we start auto-tune with a random configuration. Our experiments
suggest that auto-tune produces results comparable to configurations manually and

---

2https://sv-comp.sosy-lab.org/2019
painstakingly selected by program analysis experts, i.e., \texttt{comp-default}\textsuperscript{3}. Second, to simulate the scenario in which a tool comes with a reliable default configuration, or is used by an expert, we start \texttt{auto-tune} with the \texttt{comp-default} configuration. Our results suggest that, with regard to the competition’s scoring system, \texttt{auto-tune} improves the SV-COMP performance for three out of four program verification tools we studied \textit{Symbiotic}, \textit{JayHorn}, and \textit{JBMC}. For \textit{CBMC}, \texttt{auto-tune} also significantly increases the number of correct analysis runs. However, it did not improve the competition score due to the substantial penalty for the few incorrect results it generated (Chapter 5).

The remainder of this document is organized as follows: Chapter 2 provides background information; Chapter 3 presents the learning approach for classifying false positive analysis results with a case study; Chapter 4 presents an empirical assessment of different machine learning techniques for classifying false positive analysis results; Chapter 5 presents the \texttt{auto-tune} approach with empirical evaluations; Chapter 6 surveys the related work; Chapter 7 summarizes the conclusions; and Chapter 8 discusses potential directions for future work.

\footnote{These are the configurations the tools used when participating the competition.}
Chapter 2: Background Information

In this chapter we provide high-level background information on static analysis and the machine learning algorithms we studied.

2.1 Program Analysis

Program analysis techniques aim at analyzing software programs to find useful facts about the programs’ properties like correctness and safety. These techniques can be divided in two categories: dynamic analysis and static analysis. Dynamic analysis techniques execute programs to discover these facts, while static analysis techniques use sophisticated algorithms and formal methods to analyze the code of the programs without executing them.

Dynamic analyses, software testing techniques specifically, are widely adopted in software development, i.e., software development companies and individual software developers routinely perform certain kinds of testing to check properties of their programs that are vital for security and integrity [38, 39, 40]. The situation, however, is not the same for static analysis. Many software companies and developers have abandoned the use of static analysis tools [41, 1, 42]. The usability concerns we highlighted in our introduction, i.e., false positives and properly configuring the
tools, are two of the leading causes of this situation. Although the prior research addressing these usability concerns has had some success, the proposed approaches themselves had limitations about generalizability and usability. Thus they have not created a significant impact on the adoption of static analysis in industry.

The main motivation behind the approaches we present in this dissertation is to change the situation in favor of static analysis tools by solving the mentioned usability issues in generalizable ways. Therefore, we used sophisticated machine learning techniques to automate key steps in our approaches.

2.2 Supervised Classification for False Positive Detection

In this section, we provide brief background information on four machine learning approaches we studied for supervised false positive classification: hand-engineered features (HEF), bag of words (BoW), recurrent neural networks (RNN), and graph neural networks (GNN).

HEF approaches can be regarded as the state-of-the-art classification application for the false positive detection problem [43]. However, by design, they cannot include the deep structure of the source code being analyzed. The other three approaches add an increasing amount of structural information as we move from BoW, to RNN, and to GNN. To the best of our knowledge, BoW, RNN, and GNN have not been used to solve this problem before.

In this dissertation, we frame the false positive detection as a standard binary classification problem [44]. Given an input vector \( \bar{x} \), e.g., a point in a high
dimensional space $\mathbb{R}^D$, the classifier produces an output $y = f_\theta(\vec{x})$, where $y = 1$ for false positives, $y = 0$ otherwise. Constructing such a classifier requires defining an input vector $\vec{x}$ that captures features of programs that might help in detecting false positives. We also need to select a function $f_\theta$, as different families of functions encode different inductive biases and assumptions about how to predict outputs for new inputs. Once these two decisions have been made, we can train the classifier by estimating its parameters $\theta$ from a large set of known false positives and true positives; i.e., $\{(x_1, y_1) \ldots (x_N, y_N)\}$.

### 2.2.1 Hand-engineered Features

A feature vector $\vec{x}$ can be constructed by asking experts to identify measurable properties of the program and analysis report that might be indicative of true positives or false positives. Each property can then be represented numerically by one or more elements in $\vec{x}$. Hand-engineered features have been defined to classify false positive static analysis reports in existing work [45, 46, 9, 10].

Tripp et al. [10] identified lexical, quantitative, and security-specific features to filter false cross-site scripting (XSS) vulnerability reports for JavaScript programs. Note that identifying these features requires expertise in web application security and JavaScript programming language. Later in Chapter 4.1.1, we describe our adaptation of this work.
2.2.2 Bag of Words

How can we represent a program as a feature vector that contains useful information to detect false positives? We take inspiration from text classification problems, where classifier inputs are natural language documents, and “Bag of Words” (BoW) features provide simple yet effective representations [47]. BoW represents a document as a multiset of the words found in the document, ignoring their order. The resulting feature vector $\vec{x}$ for a document has as many entries as words in the dictionary, and each entry indicates whether a specific word exists in the document.

BoW has been used in software engineering research as an information retrieval technique to solve problems such as duplicate report detection [48], bug localization [49], and code search [50]. Such applications often use natural language descriptions provided by humans (developers or users). To our knowledge, BoW has not been used to classify analysis reports.

2.2.3 Recurrent Neural Networks

BoW features ignore the order. For text classification, recurrent neural networks [51, 52] have emerged as a powerful alternative approach that views the text as an (arbitrary-length) sequence of words and automatically learns vector representations for each word in the sequence [47].

RNNs process a sequence of words with arbitrary-length $X = \langle x_0, x_1, \ldots, x_t, \ldots, x_n \rangle$ from left to right, one position at a time. In contrast to standard feedforward neural networks, RNNs have looping connections to themselves. For each position $t$,
RNNs compute a feature vector $h_t$ as a function of the observed input $x_t$, and the representation learned for the previous position $h_{t-1}$, i.e., $h_t = \text{RNN}(x_t, h_{t-1})$. Once the sequence has been read, the output vectors $\langle h_0, h_1, \ldots, h_n \rangle$ can be combined in certain ways (e.g., mean pooling) to create a vector representation to be used for supervised classification with a standard machine learning algorithm.

During training, the parameters of the classifier and the parameters of the $RNN$ function are estimated jointly. As a result, the vectors $h_t$ can be viewed as feature representations for $x_t$ that are learned from data, implicitly capturing relevant context knowledge about the sequence prefix $\langle x_0, \ldots, x_{t-1} \rangle$ due to the structure of the RNN. Unlike HEF or BoW, the feature vectors $h_t$ are directly optimized for the classification task. This advantage comes at the cost of reduced interpretability since the values of $h_t$ are much harder for humans to interpret than the BoW or HEF.

Figure 2.1: Structure of a standard recurrent neural network (RNN)

Figure 2.1 shows a standard RNN unit. The blue circle is the input token $x_t$, the yellow box is the $\text{tanh}$ activation function, and the purple circle is the output value $h_t$ for $x_t$. However, researchers have noted that this RNN structure suffers from the vanishing and exploiting gradient problems \[53\]. Very simply, these problems occur during the error back-propagation, specifically with RNNs because
of the recurrent connection (how \( f_\theta \) uses \( h_{t-1} \)).

![Figure 2.2: Structure of a standard LSTM](image)

To address this issue, Hochreiter et al. [14] introduced a more sophisticated RNN model called long short-term memories (LSTM). Figure 2.2 shows a standard LSTM unit. In addition to the \( h_{t-1} \) recurrence, LSTM has one more recurrent connection called the memory, \( C \). The yellow boxes are neural network layers. The first one from the left is called the forget gate, \( f \). It takes \( x_t \) and \( h_{t-1} \) as input and outputs a vector of real numbers between 0 and 1 using the sigmoid function, \( \sigma \). With this vector, LSTM determines what to keep and what to throw away from the recurrent memory \( C_{t-1} \); 0 means completely forgetting all, and 1 means keeping all.

The second and the third layers are for determining what new information will be stored in the current memory. The sigmoid layer (second yellow box from the left) is called the input gate, and it determines the values to be updated, \( i_t \). The tanh layer computes the updates \( \dot{C}_t \). Then, the new memory is computed by combining the remembered part of the old memory with the new updates with the addition
operation following the tanh. The last $\sigma$ layer computes the output value, which will be merged with the updated memory with a tanh function as the final output value $h_t$. Thanks to the forget gate and memory components, LSTM is capable of capturing long-term dependencies in sequential data, and it does not have the vanishing and exploiting gradients problem.

Various versions of RNNs, including the LSTM, are commonly used in natural language processing (NLP) tasks such as predicting the upcoming word in typed text [54, 55] and machine translation [56], where feature vectors $h_t$ capture syntax and semantic information about words based on their usage in context [14, 52]. Recently, researchers have begun to use LSTMs to solve software engineering tasks such as code completion [57], and code synthesis [58, 59]. To our knowledge, RNNS have not been used to classify analysis reports.

### 2.2.4 Graph Neural Networks

With RNNs, we can represent programs as a sequence of tokens. However, programs actually have a more complex structure that might be better represented with a graph. To better represent structure, we explore graph neural networks which compute vector representations for nodes in a graph using information from neighboring nodes [60, 61]. The graphs are of the form $G = \langle N, E \rangle$, where $N = n_0, n_1, \ldots, n_i$ is the set of nodes, and $E = e_1, e_2, \ldots, e_j$ is the set of edges. Each node $n_i$ is represented with a vector $h_i$ which captures learned features of the node in the context of the graph.
The edges are of the form $e = \langle \text{type}, \text{source}, \text{dest} \rangle$, where \text{type} is the type of the edge; and \text{source} and \text{dest} are the IDs of the source and destination nodes, respectively. The vectors $h_i$ are computed iteratively, starting with arbitrary values at time $t = 0$, and incorporating information from neighboring nodes $\text{NBR}(n_i)$ at each time step $t$, i.e., $h^{(t)}_i = f(n_i, h^{(t-1)}_{\text{NBR}(n_i)})$. 
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Emitted by Static Analysis Tools

Figure 3.1: Learning approach overview.

Now we explain our learning approach for reducing false positives of static analysis tools. Figure 3.1 depicts the approach with its two steps: preprocessing and learning. It takes as input the source code of the analyzed program and a list of error reports emitted by a static analysis tool for the program. For each error report, we start by reducing the source code to a subset of itself to isolate the code locations that are relevant to the error report. Next, we label the error reports by manually examining the source code. Lastly, we do supervised classification with the reduced code to discover code structures that are correlated with false positive error reports and to learn a classifier that can filter out false positive error reports.
emitted by the static analysis tool in the future.

3.1 Code Preprocessing

In initial work [62], we manually identified 14 core code patterns that lead to false positive error reports. We observed that in all code patterns, the root cause of the false error report often spans over a small number of program locations. To better document these patterns, we performed manual code reduction to remove the parts of the code that are not relevant for the error report, i.e., the parts that do not affect the analysis result. After this manual reduction, the resulting program is effectively the smallest code snippet that still leads to the same false positive error report from the subject static analysis tool.

In this work, we develop approaches to automate the code reduction step. Such reduction is crucial because code segments that are not relevant to the error report may introduce noise, causing spurious correlations and over-fitting. Now, we explain the reduction techniques we apply in the case study described in Section 3.3: method body and program slicing.

**Method body.** As a naive approach, we simply took the body of the method that contains the warning line in it (referred to as “warning method” later in the text). Note that, many of the code locations relevant for the error report are not inside the body of the warning method. In many cases, the causes of the report span multiple methods and classes. Hence, this reduction is not a perfect way of isolating relevant code locations. However, if we can detect patterns in such sparse data, our models
are likely to be on the right track.

**Program slicing.** Given a certain point in a program, program slicing is a technique that reduces that program to its minimal form, called a slice, whose execution still has the same behavior at that point [63]. The reduction is made by removing the code that does not affect the behavior at the given point. Computing the program slice from the warning line up to the entry point of a program would give us a backward slice which covers all code locations that are relevant for the error report (in theory). In practice, slicing can be expensive. We will explain how we configured an industrial scale framework, WALA [64], for computing the backward slice later in Section 3.3 with more detail.

### 3.2 Learning

Filtering false positive error reports can be viewed as a binary classification problem with the classes True Positive and False Positive. In this binary classification problem, we have two primary goals: 1) discovering code structures that are correlated with these classes, and 2) learning a classifier to detect false positive error reports (see Figure 3.1). Towards achieving these goals, we explore two different learning approaches. First, we use a simple Naive Bayes inference-based learning model. Second, we use a neural network-based language model called LSTM [14]. The first approach is simple and interpretable. The second approach is more sophisticated and it can learn more complex patterns in the data.

**Naive Bayesian Inference.** We formulate the problem as calculating the probabil-
ity that an error report is either a true positive or a false positive, given the analyzed code. So, the probability of the error report being a false positive is $P(e=0|\text{code})$

where $e=0$ means there is no error in the code, i.e., the error report is a false positive. Since there are only two classes, the probability of being a true positive can be computed as $P(e=1|\text{code}) = 1 - P(e=0|\text{code})$.

To calculate the probability $P(e=0|\text{code})$, we use a simple Bayesian inference:

$$P(e = 0|\text{code}) = \frac{P(\text{code}|e = 0)P(e = 0)}{P(\text{code})} = \frac{P(\text{code}|e = 0)P(e = 0)}{P(\text{code}|e = 0)P(e = 0) + P(\text{code}|e = 1)P(e = 1)}$$

Where $P(e=0)$ and $P(e=1)$ are respectively the percentages of false positive and true positive populations in the dataset, and $P(\text{code})$ is the probability of getting this specific code from the unknown distribution of all codes. To calculate $P(\text{code}|e=0)$ and $P(\text{code}|e=1)$, we formulate the code as a sequence of instructions (bytecodes), i.e., $\text{code}=<I_1,I_2,I_3,...,I_n>$. So we rewrite $P(\text{code}|e=0)$ as,

$$P(\text{code}|e = 0) = P(I_1,I_2,...,I_n|e = 0) = P(I_1|e = 0)P(I_2,...,I_n|I_1,e = 0) = P(I_1|e = 0)P(I_2,I_1,e = 0)P(I_3,...I_n|I_1,I_2,e = 0)$$

... $$ = P(I_1|e = 0)P(I_2|I_1,e = 0)...P(I_n|I_1,I_2,...,e = 0)$$
Algorithm 1 Computing Probabilities

1: for each code C in Dataset do
2:   for each instruction I in C do
3:     count[C.isTruePositive][I]++
4:     total[C.isTruePositive]++
5: for each instruction I do
6:   \( P(I|e=1) \leftarrow \frac{\text{count}[\text{True}][I]}{\text{total}[\text{True}]} \)
7:   \( P(I|e=0) \leftarrow \frac{\text{count}[\text{False}][I]}{\text{total}[\text{False}]} \)

To calculate each probability, we need to count the number of times each combination occurs in the dataset. However, for a complicated probability like

\[
P(I_n|I_1, I_2, ..., e = 0),
\]

we need to have a huge dataset to be able to estimate it accurately. To avoid this issue, we simplify this probability by assuming a Markov property. For this analysis, the Markov property means that the probability of seeing each instruction is conditionally independent (i.e., conditioned on \( e \)) of any other instruction in the code. Although this assumption is not likely to be true for flow-sensitive properties of code, it still helps us build an initial model to have an intuition of what is happening in the dataset (our second model does not need this assumption). With the Markov property, the underlying probability becomes:

\[
P(\text{code}|e = 0) = P(I_1|e = 0)P(I_2|e = 0)...P(I_n|e = 0)
\]

Calculating each of the \( P(I_i|e=0) \) is very straightforward. We count the number of times instruction \( I_i \) appears in any false positive example, and we divide it by
the total number of instructions in all of the false positive examples. Algorithm 1 shows how to calculate these probabilities. Line 3 counts the number of times each instruction appears in true positive and false positive examples. Then, line 4 counts the total number of instructions in each class. Finally, lines 8 and 9 compute the probabilities for instructions.

**Long Short Term Memory (LSTM).** Here, we took inspiration from the sentiment analysis problem in natural language processing. Sentiment analysis is commonly framed as a binary classification problem with classes positive and negative, like we did for our problem in this study. To benefit from neural network models that a proven to be effective for the sentiment analysis problem, we convert programs into sequence of tokens. Then for a given sequence, that is the reduced code version of a program, we want to predict a label. We think LSTM is a good fit for this task because programs have long-term dependencies. For examples, variable def-use pairs, method calls with arguments, and accessing class fields are some of the program structures which would form long-term dependencies in code. These dependencies are often relevant in deciding whether or not an error report is a false positive.

Carrier et al.[65] designed a single layer LSTM model for the sentiment analysis problem. In this work, we adopt this simple LSTM model using the adadelta optimization algorithm [66]. To be able to make some observations by visualizing the inner workings of the model, we prefer having fewer (four) cells, each of which is an LSTM (see Figure 3.4). Finding the optimum number of cells is not in the scope of this work. Following the LSTM layer, there is a mean pooling layer to compute
a general representation of the input sequence. Finally, we do logistic regression to classify the data into one of the two classes. Figure 3.2 shows the structure of the LSTM unrolled over time, with $n$ being the length of the longest sequence.

3.3 Case Study

This section presents the case study we conducted to evaluate the effectiveness of the proposed approach.

3.3.1 Subject Static Analysis Tool and Warning Type

In this case study, we focus on the SQL (Structured Query Language) injection flaw type. As the subject static analysis tool, we use the FindSecBugs plug-in of FindBugs [12, 67] (a widely-used security checker for Java). This plug-in performs taint analysis to find SQL injection flaws. Very simply, taint analysis checks for data-flow from untrusted sources to safety-critical sink points (see Appendix A for
more detailed description of taint analysis). For example, one safety-critical sink point for SQL injection is the `Connection.execute(String)` Java statement. A string parameter passed to this method is considered as tainted if it comes from an untrusted source such as an HTTP cookie or a user input (both are untrusted sources because malicious users can leverage them to attack a system). FindSecBugs emits an SQL injection report in such cases to warn the user of a potential security problem.

However, for complex source code, it may be challenging to determine whether or not a given parameter is tainted. For example, programs may receive user input that becomes a part of an SQL query string (see Appendix A for an example). In such cases, the best practice is to perform security checks against an injection threat in the code. Such checks are often called sanitization or neutralization. When the chain of information flow becomes too complicated, the static analysis tool may not be able to track the sanitization correctly and might, therefore, emit a false positive error report.

Note that, the proposed approach is not restricted to SQL injection flaws, FindSecBugs, or taint analysis. They are just the focus of this case study. Our learners do not make use of any information that is specific to these factors. Furthermore, in the next chapter, we will show that it can be possible to train a model that works for multiple flaw types or static analysis tools (see Chapter 4).
1 public class BenchmarkTest16536 extends HttpServlet {
2   @Override
3   public void doPost(HttpServletRequest request) {
4       String param = "";
5       Enumeration<String> headers = request.getHeaders("foo");
6       if (headers.hasMoreElements()) {
7           param = headers.nextElement();
8       }
9       String bar = doSomething(param);
10      String sql = "{call verifyUserPassword('foo',\" + bar + \")}";
11      Connection con = DatabaseHelper.getConnection();
12      con.prepareCall(sql).execute(); // A false positive SQLi warning
13   } // end doPost
14   private static String doSomething(String param) {
15       String bar = "safe!";
16       HashMap<String, Object> map = new HashMap();
17       map.put("keyA", "a_Value");
18       map.put("keyB", param.toString());
19       map.put("keyC", "another_Value");
20       bar = (String) map.get("keyB");
21       bar = (String) map.get("keyA");
22       return bar;
23   } /* end doSomething*/
24 } /* end class*/

Figure 3.3: An example Owasp program that FindSecBugs generates a false positive error report for (simplified for presentation).

3.3.2 Data

One of the biggest challenges for our problem is to find a sufficient dataset on which to train. We know of no publicly available benchmark datasets containing real-world programs with labeled error reports emitted by static analysis tools. However, there are at least two benchmark suites developed to evaluate the performance of static analysis tools; Juliet [68] and Owasp benchmark [13]. These benchmark suites consist of programs that exercise common weaknesses [69]. Note that not all programs in the benchmark suites really have an actual weakness. Roughly half of
the programs are designed in certain ways that may trick static analysis tools into emitting false reports. For this case study, we focused on the Owasp benchmark suite as it has a bigger dataset for the SQL injection flaw type. This dataset has 2371 data points; 1193 false positive and 1178 true positive error reports.

Figure 3.3 shows an example Owasp program for which FindSecBugs generates an error report. At line 7, the `param` variable gets a value from an HTTP header element, which is considered to be a tainted source. The `param` variable is then passed to the `doSomething` method as an argument. In the `doSomething` method, starting at line 14, the tainted `param` argument is put into a HashMap object (line 18). Next, it is read back from the map into the `bar` variable at line 20. At this point, the `bar` variable has a tainted value. However, the program then gets a new value from the map, which is this time a hard-coded string, i.e., a trusted source. Finally, `doSomething` returns this hard-coded string, which gets concatenated into the `sql` variable at line 10. Then a callable statement is created and executed (lines 11 and 12). To summarize, the string concatenated with the SQL is hard-coded and thus does not represent an injection threat. Therefore, the error report is a false positive.

3.3.3 Preprocessing

For simplicity, we focus on the bytecode representation of the programs. With bytecode, there are fewer program-specific tokens and syntactic components than that found in source code, making it much easier to work on for a classification
model. In contrast, in the source code, there might be multiple instructions in a single line, and what each instruction is doing is, therefore, less easy to understand.

For the SQL injection dataset, we applied the two code reduction techniques (described in Section 3.1), leading to two different reduced datasets called “method body” and “backward slice” respectively. Application of method body reduction is straightforward; we simply take the bytecode for the body of the warning method. Next, we describe the implementation details of the backward slice technique.

**Tuning WALA.** We use the WALA [64] program analysis framework for computing the backward slice with respect to a warning line. In theory, this slice should cover all code locations related to the error report. However, program slicing is unsolvable in general and not scalable most of the time [63]. In fact, we experienced excessive execution times when computing backward slices even for the simple short Owasp programs. To avoid this problem, we configured the WALA program slicer to narrow the scope and limit the amount of analysis it does for computing the slice.

First, we restricted the set of data dependencies by ignoring exception objects, base pointers, and heap components. We assume that exception objects are not relevant to the error report. Base pointers and heap variables, on the other hand, are just represented as indexes in the bytecode, over which our models cannot adequately handle, so we discarded them.

Second, we set the entry points as close to the warning method as possible. An entry point is usually where a program starts to execute. Therefore it is the place where the backward slice should end. By default, this point would be the main method of the program. For the Owasp suite, however, there is a large amount of
code in the main method that is common for all programs. Since this shared code is unlikely to be relevant to any error reports, we rule it out by setting the warning method as the entry point for Owasp.

Third, we exclude Owasp utility classes, Java classes, and all classes of third party libraries as none of them are relevant to the error report for this case study. With this exclusion, we are not removing the references to these classes. Instead, we are treating them as a black box. With the WALA tuning mentioned here, we are now able to compute a modified backward slice for Owasp programs in reasonable times.

Note that, although WALA analyzes bytecode, the slice it outputs differs from bytecode with a few points. For presentation purposes, WALA uses some additional instructions like \texttt{new}, \texttt{branch}, \texttt{return}, which do not belong to Java bytecode\footnote{These instructions appear in WALA IR (intermediate representation)}. Therefore, the dictionaries of the method body dataset and the backward slice dataset are not the same.

Now, we explain the further changes we performed for both datasets. First of all, we removed program-specific tokens and literal expressions because they may give away whether the error report is a true positive or a false positive. For the LSTM Classifier, we do this by deleting literal expressions and replacing program-specific objects with \texttt{UNK\_OBJ} and method calls with \texttt{UNK\_CALL}. For the Naive Bayes Classifier, we do so by simply removing them all. Note that, this step is also necessary to be able to generalize the classifier across programs. If we let the model learn from program-specific components, then it will not be able to do a good job on the
code that does not share the same ingredients.

Lastly, for the Naive Bayes Classifier, we remove all arguments to instructions except the invoke instructions (invokeinterface, invokevirtual, etc.). With the invoke instructions, we also keep the names of invoked classes. This is done to further simplify the dataset. Furthermore, we treat all kinds of invoke instructions as the same by simply replacing them with invoke. For the LSTM Classifier, we tokenized the data by whitespace, e.g., with the invoke instructions, the instruction itself is one token and the class being invoked is one token. Therefore, when analyzing results, we use the word ‘token’ for LSTM and ‘instruction’ for Naive Bayes.

3.4 Results and Analysis

For all experiments, we randomly split the dataset into an 80% training set and a 20% test set. Table 3.1 summarizes the results. Accuracy is the percentage of correctly classified samples. Recall is the percentage of correctly classified false positive samples in all false positive samples, and the precision is the percentage of samples classified as false positive. All three of the metrics are computed using the test portion of the datasets.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>dataset</th>
<th>Training Time (m)</th>
<th>Recall (%)</th>
<th>Precision (%)</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive Bayes</td>
<td>method body</td>
<td>0.02</td>
<td>60</td>
<td>64</td>
<td>63</td>
</tr>
<tr>
<td></td>
<td>backward slice</td>
<td>0.03</td>
<td>66</td>
<td>75</td>
<td>72</td>
</tr>
<tr>
<td>LSTM</td>
<td>method body</td>
<td>17</td>
<td>81.3</td>
<td>97.3</td>
<td>89.6</td>
</tr>
<tr>
<td></td>
<td>backward slice</td>
<td>18</td>
<td>97</td>
<td>78.2</td>
<td>85</td>
</tr>
</tbody>
</table>

Table 3.1: Performance results for Naive Bayes and LSTM.
3.4.1 Naive Bayes Classifier Analysis

For the analysis of results, we consider any instruction $I$ to be independent of SQL injection flaw if the value

$$\left[ \frac{P(I|e = 0)}{P(I|e = 0) + P(I|e = 1)} - 0.5 \right]$$

is smaller than 0.1 in magnitude. We call this value “False Positive Dependence”, and it ranges from $-0.5$ to 0.5 inclusive, where large positive values mean the instruction is correlated with the false positive class. Large negative values mean it is correlated with the true positive class. Values around zero mean the instruction is equally likely to appear in both true positive and false positive classes (i.e., $P(I|e=0) \simeq P(I|e=1)$) and therefore is independent of SQL injection flaw.

We started the experiment by running the Naive Bayes Classifier on the method body dataset. Although the accuracy result is not very high for this experiment (63%, in Table 3.1), it confirmed that the bytecode contains recognizable signals indicating false positive error reports.

The Naive Bayes Classifier learns the conditional property of each instruction, given that an error exists. We observed that instructions like `iload`, `ifne`, etc., are equally likely to appear in both true and false positive samples. Therefore, their “False Positive Dependence” value is below the threshold (0.1), and these instructions are independent of SQL injection flaws.

Next, the only instruction we found to be correlated with the false positive class
is `invoke java.util.HashMap` (Table 3.2). By manually examining the Owasp suit, we see that, it is a common pattern to insert a tainted string and also a safe string into a HashMap, and then extract the safe string from the HashMap to become a part of an SQL statement (see Figure 3.3 for an example). This is done to “trick” static analysis tools into emitting incorrect reports, and the Naive Bayes Classifier correctly identifies this situation.

For the second experiment, we did the same analysis for the backward slices dataset. We hypothesize that analyzing the code outside the method body improves the effectiveness of learning. Therefore, we need to consider all relevant instructions, even if they are outside the method body. Backward slices provide this information by including all instructions in the program that may be relevant to the error report.

<table>
<thead>
<tr>
<th>Instructions</th>
<th>False Positive Dependence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Method body</td>
</tr>
<tr>
<td>invoke esapi.Encoder</td>
<td>−0.09</td>
</tr>
<tr>
<td>invoke java.util.ArrayList</td>
<td>0.04</td>
</tr>
<tr>
<td>invoke java.util.HashMap</td>
<td>0.18</td>
</tr>
</tbody>
</table>

Table 3.2: Important instructions for classification

Running the Naive Bayes model on the backward slice dataset confirms our findings in the method body dataset. In addition to HashMap, this model also learns from the backward slices that ArrayList invocation is highly correlated with false positives, and Encoder invocation is highly correlated with true positives. The False Positive Dependence for significant classes invoked is shown in Table 3.2. These correlations can easily be justified by examining the code.

In Owasp, ArrayList is used to trick the analyzer, much like HashMap did in
the previous discussion. Furthermore, Encoder is mainly used in the dataset for things like HTML encoding but not for SQL escaping. This pattern is used to trick the analyzer into missing some true positive samples, which our model identifies as well.

The main reason for improved results in the backward slice dataset is that the data points in it include all relevant instructions and the irrelevant instructions, which might act as noise, have been removed. This increases the confidence of the classifier. Table 3.2 shows that dependence values have increased in magnitude for backward slices, which means the classifier is more confident about the effect of these instructions in the code.

**Weaknesses.** To better understand the limitations of the Bayes model, we examined some of the incorrectly classified examples. We observed that the model can still identify the influence of each instruction correctly. However, in those examples, multiple instructions are correlated with true positives while a single (or very few) instruction makes the string safe. By its nature, the Naive Bayes model cannot take into account that a single instruction is enough to make the string untainted. The instructions are correlated with true positive class weight more when computing the overall probability and the Naive Bayes model ends up classifying the code incorrectly.
### Table 3.3: Precision improvements that can be achieved by using the LSTM models as a false positive filter.

<table>
<thead>
<tr>
<th></th>
<th>Training dataset</th>
<th>Analysis precision (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>method body</td>
<td>initial 90.5</td>
</tr>
<tr>
<td></td>
<td>backward slice</td>
<td>initial 98.0</td>
</tr>
</tbody>
</table>

3.4.2 LSTM Classifier Analysis

With the LSTM classifier, we achieved 89.6% and 85% accuracy for the method body and backward slice datasets, respectively (Table 3.1). The classifier trained on the method body dataset is very precise, i.e., 97.3% of the error reports classified as false positive are indeed false positives. However, it misses 18.7% of false positives, i.e., classifying them as true positives. Using this classifier as a false positive report filter would significantly improve the tools precision from 49.6% to 90.5% (the first row if Table 3.3). The situation is reversed for the classifier trained on the backward slice dataset. It catches 97% of the false positives but also filters out many true positive reports, i.e., 21.8% of the samples classified as false positive are indeed true positive. This translates to a greater improvement in the tools precision from 49.6% to 98% (the second row if Table 3.3).

We examined a sample program which was correctly classified by the classifier trained on the method body dataset, but incorrectly classified by the classifier trained on the backward slice dataset. We observed that many instructions that only exist in the method body dataset, like `aload_0`, `i_const_0`, `dup`, etc., are found to be important by the classifier. There may be two reasons why these instructions are not in the backward slice dataset: either because they do not have any effect on
the warning line, or because of the tuning we did for WALA. The first case, learning the instructions that are not related to the warning line, would be over-fitting the noise. The second case, however, requires a more in-depth examination that we defer to the future work (see Chapter 4). Just relying on the first case, we think that the classifier trained on the backward slice dataset is more generalizable as this dataset has lesser noise and more report relevant components. Hence, in the rest of this section, we will only analyze the classifier trained on the backward slice dataset.

Understanding the source of the LSTM’s high performance is very challenging as we cannot fully unfold its inner workings. Nevertheless, we can visualize the output values of some cells, as suggested by Karpathy et al. [70]. Figure 3.4 illustrates the output values of four cells for two correctly classified backward slices by coloring the background. The latter is the slice computed for the false positive sample in Figure 3.3. The former is the slice computed for a true positive, which is structurally similar to the latter with two critical differences; 1) the doSomething method is defined in an inner class, and 2) in the doSomething method HTML encoder API methods are called instead of the HashMap operations.

If the LSTM model finds an input token important for the classification task it will produce an output (i.e., the \( h_t \) vector) that is large in magnitude. The cyan, yellow, and white background colors in Figure 3.3 mean positive, negative, and under threshold (±0.35) output values, respectively. There is only one shade white, but for cyan and yellow, the darker the background, the larger the LSTM output \( (h_t) \) is (in magnitude). Note that, last tokens are the labels; “truepositive” and “falsepositive”.
Now, we discuss some interesting observations from Figure 3.4. First, due to the memory component of the LSTM, the background color of a token (output for that token) does not solely depend on that token but is affected by the history. For example, looking at Cell 1, the first invokeinterface token has a yellow background color in both samples. Since there is no history before the first token, this yellowness is solely due to that token. On the other hand, looking at Cell 4, the first lines of both samples mostly the same except that there is one token with cyan background color in the true positive sample; eq. The only difference in the first lines is the tainted sources invoked, which are HttpServletRequest.getHeaderNames and HttpServletRequest.getHeaders String in true positive and false positive, respectively. Therefore, the only reason why eq token is interesting only in the true positive sample must be the invocation of the tainted source HttpServletRequest.getHeaderNames. This demonstrates a good example of a long-term dependency, as there are six other tokens in between.

Second, in both samples, all cells have a high output for the Enumeration.nextElement token, which is highly relevant for the error report as it is the tainted source. Note that, all cells treat this token the same way in both samples. Similarly, all cells have a very high output for the last return instructions in both samples. However, this time, the output is negative in the true positive sample and positive in the false positive sample (in the first three cells and vice versa for in the last cell), which happens due to the history of tokens. This situation illustrates the LSTM's ability to infer the context in which these tokens appear.

Next, looking at the false positive sample in Figure 3.3, we see that the core
reason for being a false positive resides in the body of the `doSomething` method. In particular, `HashMap` `put` and `get` instructions are very critical. All cells have a very high output for a subset of the tokens that correspond to that instructions. These high output values for `HashMap` `put` and `get` instructions match the findings of the Bayesian model. Furthermore, all cells go very yellow for the `Encoder` `encodeForHTML` method call in the true positive sample. These high results for `Encoder` tokens are also consistent with the findings of the Bayesian model.

Lastly, Figure 3.4 shows that although most of the high output values are reasonable and interpretable, there are still many that we cannot explain. This situation is common with neural networks, and we will continue to explore it in future work.
3.4.3 Threats to Validity

Like any empirical study, our findings are subject to threats to internal and external validity. For this case study, we were primarily concerned with threats to external validity since they limit our ability to generalize the results of our studies.

All of the significant threats to generalizability are related to the representativeness of the dataset used in the case study. First, OWASP programs are not truly representative of real-world programs. They are not large in size, and they do not handle any particular functionality other than exercising the targeted weakness. Nevertheless, they are still a good starting point for our problem. Second, the datasets only cover one type of flaw, SQL injection, emitted by one static analysis tool, FindSecBugs. However, FindSecBugs is a plug-in of FindBugs, which we think is a good representative of open-source static analysis tools. Next, with a manual review of the source code of FindSecBugs we see that it performs the same analysis for all other types of security flaws it checks such as command injection, LDAP injection, and cross-site scripting (XSS). Therefore, FindSecBugs and SQL injection flaw is a good combination representing security flaws and checkers. Lastly, we only experiment with Java bytecode. The next chapter presents additional work that addresses many of the threats discussed here (Chapter 4).
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Chapter 4: An Empirical Assessment of Machine Learning Approaches for Triaging Reports of a Java Static Analysis Tool

In the previous chapter, we introduced a learning approach for classifying false positive error reports and evaluated its effectiveness with a case study of a static analysis tool. In this case study, we experimented with a Naive Bayesian inference model and a LSTM model, which could capture source code-level characteristics that may have led to false positives. This evaluation showed that LSTM significantly improved classification accuracy, compared to a Bayesian inference-based approach. Given the limited data set involved in the case study, however, further research is called for.

Overall, while existing research suggests that there are benefits to applying machine learning algorithms to classify analysis results, there are important open research questions to be addressed before these techniques are likely to be routinely applied to this use case. First and foremost, there has been relatively little extensive empirical evaluation of different machine learning algorithms for false positive detection. Such empirical evaluation is of great practical importance for understanding the tradeoffs and requirements of classification techniques. Second, the effectiveness and generalizability of the features used and data preparation tech-
niques needed for different classification techniques have not been well-investigated for actual usage scenarios. Third, there is also a need for more extensive, real-world program datasets to better validate the findings of prior work, which was primarily conducted on synthetic benchmarks. These open problems leave uncertainty as to which approaches to use and when to use them in practice.

To partially address these limitations, in this chapter, we describe a systematic, comparative study of multiple machine learning approaches for classifying static analysis results. Our research makes several key contributions. First, we create a real-world, ground-truth program analysis benchmark for the experiments, consisting of 14 Java programs covering a wide range of application domains and 400 vulnerability reports from a widely used static analysis tool for Java (Section 4.2). Second, we introduce key data preparation routines for applying neural networks to this problem (Section 4.1). Third, we compare the effectiveness of four families of machine learning approaches: hand-engineered features, bag of words, recurrent neural networks, and graph neural networks, with different combinations of data preparation routines (Section 4.3).

Our experimental results provide significant insights into the performance and applicability of the classification and data preparation techniques in two different real-world application scenarios we studied. First, we observe that the recurrent neural networks perform better compared to the other approaches. Second, with more precise data preparation, we achieved significant performance improvements.

\footnote{The experimental infrastructure of this study (including all raw data) is available at: \url{https://bitbucket.org/ugur_koc/mangrove}}
over the state-of-the-art [71]. Furthermore, with the two application scenarios we studied, we demonstrated that the data preparation for neural networks has a significant impact on the performance and generalizability of the approaches, and different data preparation techniques should be applied in different application scenarios (Section 4.4).

4.1 Adapting Machine Learning Techniques to Classify False Positives

In this section, we discuss our adaptations of the four machine learning approaches (discussed in Chapter 2) for false positive classification: hand-engineered features (HEF), bag of words (BoW), recurrent neural networks (RNN), and graph neural networks (GNN).

4.1.1 Hand-engineered Features

In this work, we adapted the original feature set from Tripp et al. [10]. These features are: (1) source identifier (e.g., document.location), (2) sink identifier (e.g., window.open), (3) source line number, (4) sink line number, (5) source URL, (6) sink URL, (7) external objects (e.g., flash), (8) total results, (9) number of steps (flow milestones comprising the witness path), (10) analysis time, (11) number of path conditions, (12) number of functions, (13) rule name, (14) severity. From this list, we dropped source URL, sink URL, and external objects as they do not appear in Java applications (our datasets consist of Java programs, Section 4.2). We
also extended it with two features extracted from static analysis reports that might improve the detection of false positives: confidence of the analyzer, and number of classes referred in the error trace (only relevant in object-oriented programming). We conjecture that longer error traces with references to many classes might indicate imprecision in the analysis, thus suggesting a higher chance of false positives. The confidence is nominal numeric value determined by the static analysis tool representing the internal robustness of the analysis conducted to generate the error report.

Once the feature representations are defined, a wealth of classifiers \( f_\theta \) and training algorithms can be used to learn how to make predictions. Since feature vectors \( \vec{x} \) encode rich knowledge about the task, classifiers \( f_\theta \) that compute simple combinations of these features can be sufficient to train good models quickly. However, defining diverse features that capture all variations that might occur in different datasets is challenging and requires human expertise.

Next, we explore how to represent program source code for more sophisticated machine learning approaches that can implicitly learn feature representations, starting with explaining how we summarized programs as a preprocessing step for them.

4.1.2 Program Slicing for Summarization

BoW, LSTM, and GNN approaches work directly on the content of programs being analyzed, i.e. source code. Real-world programs are large (see Table 4.1),
and learning directly from such data is challenging since many sections of the code are unlikely to pertain to false positives and are likely to introduce noise for certain classification techniques. To address this difficulty, we computed the backward slice in the case study as shown in Chapter 3 [71]. The rationale for this choice is that the backward slice is a good summary of programs for the static analysis report classification task as it includes all the statements that may affect the behavior at the reported line.

We use backward slice as well, as a pre-summarization step for BoW, RNN, and GNN approaches. In contrast to the case study in Chapter 3, in this work, we used Joana [72], a program analysis framework for Java, for computing backward slices. The first step is determining the entry points from which the program starts to run. For our problem, we first find the call hierarchy of the method containing the error line, then in this hierarchy, identify the methods that can be invoked by the user to set as the entry points. Such methods can be APIs if the program is a library, or the main method (which is the default entry point), or test cases. Next, we compute the program dependency graph (PDG), which consists of PDG nodes denoting the program locations that are reachable from the entry points. Then, we identify the PDG node(s) that appear in the reported source line. Finally, we compute the backward slice as a subgraph of the PDG by finding all the paths from the PDG nodes at the reported line to the entry point(s).

Figure 4.1 shows an example PDG node. Line 1 shows the kind and ID of the node, which are *EXPR* and 164, respectively. At line 2, we see that the operation is a
Figure 4.1: Sample PDG Node created with Joana program analysis framework (simplified for presentation)

reference. At line 3, V denotes the value of the bytecode statement in WALA IR\(^2\). At line 4, T is the type of the statement (here, the Connection class in java.sql). Lastly, there is a list of outgoing dependency edges. DD and CF at lines 7 and 8 denote that this node has a data dependency edge and a control-flow edge, respectively, to the node with ID 166. In the following discussion, we will refer to these fields of PDG node.

### 4.1.3 Bag of Words

In our experiments, we used two variations of BoW. The first variation checks the occurrence of words, which leads to a binary feature vector representation, where the features are the words. ‘1’ means that the corresponding word is in a program, and ‘0’ means it is not. The second variation counts the frequency of words, which leads to an integer feature vector, where each integer indicates how many times the corresponding word occurs. In our setting, “words” correspond to tokens extracted from program slices using data preparation routines introduced in the next section.

\(^2\)Joana uses the intermediate representation from the T.J. Watson Libraries for Analysis (WALA) [64].
(Section 4.1.4).

Similar to the HEF approach, once the feature vector representations are created, any classification algorithm can be used for training. For a fixed classifier, training with BoW often takes longer than learning with HEF because the feature space (i.e., the dictionary) is usually significantly larger.

4.1.4 Recurrent Neural Networks

In this study, we use the same LSTMs architecture that we used in the case study (see Figure 3.2) [71]. However, this time, we perform more precise data preparation with four sets of transformations. We denote each transformation as $T_x$ for some $x$ so we can refer to it later. We list the transformations in order of complexity, and a given transformation is applied only after applying all of the other, less sophisticated transformations.

4.1.4.1 Data Cleansing and Tokenization ($T_{cln}$)

This set of transformations remove specific PDG nodes and perform basic tokenization. First, they remove nodes of certain kinds (i.e., `formal_in, formal_out, actual_in, actual_out`), or whose value fields contain any of the phrases: `many2many, UNIQ, (init), immutable, fake, _exception_`, or whose class loader is `Primordial`, which means this class is not part of program’s source code. These nodes are removed because they do not provide useful information for learning. Some of them do not even inhibit anything from the actual content of programs, but instead they
are in the PDG to satisfy the static single assignment form\(^3\). For instance, the nodes with type \texttt{NORM} and operation \texttt{compound} do not have bytecode instructions from the program in their value field. Instead, their values contain the phrase \texttt{many2many} (encoding many-to-many connections in the PDG), which is not useful for our learning task. Second, \texttt{T\_cln} transformations extract tokens from paths of classes and methods by splitting them by delimiters like ‘.’, ‘;’, ‘:’, and ‘/’.

4.1.4.2 Abstracting Numbers and String Literals (\texttt{T\_ans})

These transformations replace numbers and string literals that appear in a program slice with abstract values. We hypothesize that these transformations will make learning more efficient by reducing the vocabulary of a given dataset and will help us to train more generalizable models.

First, two-digit numbers are replaced with \texttt{N2}, three-digit numbers are with \texttt{N3}, and numbers with four or more digit are with \texttt{N4+}. We apply similar transformations for negative numbers and numbers in scientific notation. Next, we extract the list of string literals and replace each of them with the token \texttt{STR} followed by a unique number. For example, the first string literal in the list will be replaced with \texttt{STR 1}.

\(^3\text{A property of the representation which requires that each variable is assigned exactly once, and every variable is defined before it is used [73].}\)
4.1.4.3 Abstracting Program-specific Words ($T_{aps}$)

Many programmers use a common, small set of words as identifiers, e.g., `i`, `j`, and `counter` are often used as integer variable identifiers. We expect that such commonplace identifiers are also helpful for our learning task. On the other hand, programmers might use identifiers that are program or domain-specific, and hence do not commonly appear in other programs. Learning these identifiers may not be useful for classifying static analysis reports in other programs.

Therefore, $T_{aps}$ abstracts away certain words from the dataset that occur less than a certain amount of time, or that only occur in a single program, by replacing them with phrase $UNK$. Similar to $T_{ans}$, these transformations are expected to improve the effectiveness and generalizability by reducing the vocabulary size via abstractions.

4.1.4.4 Extracting English Words From Identifiers ($T_{ext}$)

Many identifiers are composed of multiple English words. For example, the `getFilePath` method from the Java standard library consists of three English words: `get`, `File`, and `Path`. To make our models more generalizable and to reduce the vocabulary size, we split any `camelCase` or `snake_case` identifiers into their constituent words. Doing so, we increase the shared components of different programs as many of the extracted words are very commonplace in programming, like ‘get’ in the example above. Reducing rather less commonplace identifiers to such basic and common tokens will also help us learn more generalizable models.
Although in our case study [71], we have used transformations similar to $T_{cln}$, $T_{ans}$, and $T_{aps}$, to the best of our knowledge, the effects of these transformations have not been thoroughly studied before. This study partially addresses this knowledge gap with the systematic experiments we conducted with varying levels of data preparation (Section 4.3). Moreover, in this study, we further improved and extended the transformations for mapping string literals and numbers with generic placeholders (e.g., STR 1, N1), splitting paths of classes and methods, and removing certain PDG nodes to improve the effectiveness and generalizability.

4.1.5 Graph Neural Networks

In our study, we focus on a variation of GNNs called Gated Graph Neural Networks (GGNN) [74]. GGNNs have gated recurrent units and enable the initialization of the node representation. GGNNs have been used to learn properties about programs [74, 75], but have not been applied to classify static analysis reports or to learn from program slices.

GGNNs require a fixed length vector to represent the graph nodes, i.e., the PDG node in our problem. PDG nodes, however, have arbitrary length information, mostly due to their ‘Value’ field, which holds the actual bytecode instruction. Therefore, creating a fixed length vector that captures all information available in the PDG node is a challenge. To adapt GGNNs to our problem, we introduce three approaches for initializing the input node representations $n_i$. 
4.1.5.1 Using Kind, Operation, and Type Fields (KOT)

As the first representation, we only use the Kind, Operation, and Type fields of the PDG nodes. For the example node in Figure 4.1, the KOT node representation is \( V_{rep} = [\text{EXPR}, \text{reference}, \text{Ljava/sql/Connection}] \).

4.1.5.2 Extracting a Single Item in Addition to KOT (KOTI)

In the second representation, in addition to KOT, we include one more item that usually comes from the Value field of the PDG node depending on the Operation field. For example, if the operation is \text{call}, or \text{entry}, or \text{exit}, we extract the identifier of the method that appears in the statement. The KOTI representation for the PDG node in Figure 4.1 is \( V_{rep} = [\text{EXPR}, \text{reference}, \text{Ljava/sql/Connection}, \text{object}] \) (\text{object} is the extracted item, meaning that the reference is for an object).

4.1.5.3 Node Encoding Using Embeddings (Enc)

In the third representation, we use word embeddings to compute a vector representation that accounts for the entire bytecode in the Value field (which has an arbitrary number of words). To achieve this, we first perform pre-training using a bigger, unlabeled dataset to learn embedding vectors that capture more generic aspects of the words in the dictionary using the \textit{word2vec} model \[76, 77\]. Then we take the average of the embedding vectors of the words that appear in the Value field as its representation, \( E_V \). Finally, we create a node vector by concatenating
$E_V$ with the embedding vectors of $\text{Kind}$, $\text{Operation}$, and $\text{type}$, i.e.,

$$V_{rep} = E_K \oplus E_O \oplus E_T \oplus E_V$$

where $\oplus$ is the concatenation operation.

4.2 Tool and Benchmarks

Here, we explain the static analysis tool and corresponding ground-truth benchmarks we collected to empirically compare the effectiveness of the machine learning approaches.

The static analysis tool we study is FindSecBugs [12] (version 1.4.6), a popular security checker for Java web applications. We configured FindSecBugs to detect cross-site scripting (XSS), path traversal (XPATH), and SQL, command, CRLF, and LDAP injections. We selected this subset of vulnerabilities because they share similarities in performing suspicious operations on safety-critical resources. Such operations are detected by the taint analysis implemented in FindSecBugs.

We used two benchmarks in our evaluation. The first is the OWASP Benchmark [13], which has been used to evaluate various static analysis tools in the literature [78, 79]. In particular, we used the same programs that we used in our initial case study so that we could compare results; i.e., 2371 SQL injection vulnerability reports, 1193 of which are false positives; the remaining reports are true positives.

We constructed the second benchmark, consisting of 14 real-world programs. We ran FindSecBugs on these programs, and then manually labeled the resulting
vulnerability reports as true or false positives. We chose these programs using the following criteria:

- We selected programs for which FindSecBugs generates vulnerability reports. To have the kinds of vulnerabilities we study, we observe that programs should perform database and LDAP queries, use network connections, read/write files, or execute commands.

- We chose programs that are open source because we need access to source code to apply our classification algorithms.

- We chose programs that are under active development and are highly used.

- Finally, we chose programs that are small to medium size, ranging from 5K to 1M lines of code (LoC). Restricting code size was necessary to successfully create the PDG, which is used for program slicing [72].

Table 4.1 shows the details of the programs we collected. Several programs have been used in past research: H2-DB and Hsqldb are from the Dacapo Benchmark [94] (the other Dacapo programs did not satisfy our selection criteria), and FreeCS and UPM were used by Johnson et al. [95]. These 14 programs range from 6K to 916K LoC and cover a wide range of functionality (see the description column). In total, the 12 programs on GitHub have a large user base with 5363 watchers, 24723 stars, and 10561 forks on GitHub. The other two, Freecs and HSQDB, have 41K+ and 1M+ downloads, respectively, on sourceforge.net as of October 2018.
<table>
<thead>
<tr>
<th>Program</th>
<th>Description</th>
<th>LoC</th>
<th># of reports</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apollo-0.9.1</td>
<td>distributed config. management system</td>
<td>915 602</td>
<td>4</td>
</tr>
<tr>
<td>BioJava-4.2.8</td>
<td>computational genomics framework</td>
<td>184 040</td>
<td>26</td>
</tr>
<tr>
<td>FreeCS-1.2</td>
<td>chat server</td>
<td>27 252</td>
<td>10</td>
</tr>
<tr>
<td>Giraph-1.1.0</td>
<td>graph processing system</td>
<td>120 017</td>
<td>1</td>
</tr>
<tr>
<td>H2-DB-1.4.196</td>
<td>database engine</td>
<td>235 522</td>
<td>17</td>
</tr>
<tr>
<td>HSQLDB-2.4.0</td>
<td>database engine</td>
<td>366 902</td>
<td>43</td>
</tr>
<tr>
<td>Jackrabbit-2.15.7</td>
<td>content repository</td>
<td>416 961</td>
<td>1</td>
</tr>
<tr>
<td>Jetty-9.4.8</td>
<td>web server with servlets</td>
<td>650 663</td>
<td>12</td>
</tr>
<tr>
<td>Joda-Time-2.9.9</td>
<td>date and time framework</td>
<td>277 230</td>
<td>2</td>
</tr>
<tr>
<td>JPF-8.0</td>
<td>symbolic execution tool</td>
<td>119 186</td>
<td>15</td>
</tr>
<tr>
<td>MyBatis-3.4.5</td>
<td>persistence framework</td>
<td>133 600</td>
<td>3</td>
</tr>
<tr>
<td>OkHttp-3.10.0</td>
<td>Android HTTP client</td>
<td>60 774</td>
<td>10</td>
</tr>
<tr>
<td>UPM-1.14</td>
<td>password management</td>
<td>6358</td>
<td>2</td>
</tr>
<tr>
<td>Susi.AI-07260c1</td>
<td>artificial intelligence API</td>
<td>65 388</td>
<td>47</td>
</tr>
</tbody>
</table>

Table 4.1: Programs in the real-world benchmark.

Running FindSecBugs on these programs resulted in more than 400 vulnerability reports. We then labeled the reports by manually reviewing the code\(^4\), resulting in 194 true and 206 false positives as ground-truth. To label a static analysis report, we first compute the backward call tree from the method that has the reported error line. Then we inspect the code in all callers until either we find a data-flow from an untrusted source (e.g., user input, HTTP request) without any sanity check—indicating a true positive—or we exhaust the call tree without identifying any tainted or unchecked data-flow—indicating a false positive.

Through this review process, we observed that the false positives we found in the real-world benchmark were significantly different from those in the OWASP benchmark programs. The false positives of FindSecBugs usually happen due to

\(^4\)Ugur Koc performed all of the labeling work, while other collaborators verified a random selection of labels [96].
one of three scenarios:

1. the tool over-approximates and incorrectly finds an unrealizable flow;

2. the tool fails to recognize that a tainted value becomes untainted along a path, e.g., due to a sanitization routine; or

3. the source that the tool regards as tainted is actually not tainted.

In the OWASP benchmark, false positives mostly stem from the first scenario. In our real-world benchmark, we mostly see only the second and third scenarios. This demonstrates that the OWASP programs do not represent the diversity in the real-world programs well enough. Therefore, creating a real-world benchmark for our study is essential to demonstrate the generalizability of our approaches.

4.3 Experimental Setup

<table>
<thead>
<tr>
<th>Applied preparations</th>
<th>Approach name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Occurrence feature vec.</td>
<td>BoW-Occ</td>
</tr>
<tr>
<td>Frequency feature vec.</td>
<td>BoW-Freq</td>
</tr>
<tr>
<td>$T_{cln}$</td>
<td>LSTM-Raw</td>
</tr>
<tr>
<td>$T_{cln} + T_{ans}$</td>
<td>LSTM-ANS</td>
</tr>
<tr>
<td>$T_{cln} + T_{ans} + T_{aps}$</td>
<td>LSTM-APS</td>
</tr>
<tr>
<td>$T_{cln} + T_{ans} + T_{aps} + T_{ext}$</td>
<td>LSTM-Ext</td>
</tr>
<tr>
<td>Kind, operation, and type node vec.</td>
<td>GGNN-KOT</td>
</tr>
<tr>
<td>KOT + an extracted item</td>
<td>GGNN-KOTI</td>
</tr>
<tr>
<td>Node Encoding</td>
<td>GGNN-Enc</td>
</tr>
</tbody>
</table>

Table 4.2: BoW, LSTM, and GGNN approaches

In this section, we discuss our experimental setup, including the variations of machine learning algorithms we compared, and how we divide datasets into training and test sets to mimic two different usage scenarios.
Variations of Machine Learning Algorithms. We compared the four families of machine learning approaches described in Section 4.1. For learning with HEF, we experimented with nine classification algorithms: Naive Bayes, Bayesian-Net, DecisionTree (J48), Random Forest, MultiLayerPerceptron (MLP), K*, OneR, ZeroR, and support vector machines, with the 15 features described in Section 4.1.1. We used the WEKA [97] implementations of these algorithms.

For the other three families of approaches, we experimented with the variations described in Sections 4.1.3, 4.1.4, and 4.1.5. Table 4.2 lists these variations with their names and data preparation applied for them. For example, the approach LSTM-Raw uses $T_{chn}$ transformations alone, while LSTM-Ext uses all four transformations. For BoW, we only used DecisionTree (J48) based on its good performance on HEF approaches. We adapted the LSTM implementation designed by Carrier et al. [65] and extended a GGNN implementation from Microsoft Research [98].

Application Scenarios. In practice, we envision two scenarios for using machine learning to classify false positives. First, developers might continuously run static analysis tools on the same set of programs as those programs evolve over time. For example, a group of developers might use static analysis as they develop their code. In this scenario, the models might learn signals that specifically appear in those programs, certain identifiers, API usage, etc. To mimic this scenario, we divide the OWASP and real-world benchmark randomly into training and test sets. In doing so, both training and test sets will have samples from each program in the dataset. We refer to the real-world random split dataset as RW-Rand for short.

Second, developers might want to deploy the static analysis tool on a new
subject program. In this scenario, the training would be performed on one set of programs, and the learned model would be applied to another. To mimic this scenario, we divide the programs randomly so that a collection of programs forms the training set and the remaining ones form the test set. To our knowledge, this scenario has not been studied in the literature for the static analysis report classification problem. Note that the OWASP benchmark is not appropriate for the second scenario as all the programs in the benchmark were developed by same people and hence share many common properties like variable names, length, API usage, etc. We refer to the real-world program-wise split dataset as RW-PW for short.

**Training Configuration.** Evaluating classification techniques requires separating data points into a training set, that is used to estimate model parameters, and a test set, that is used to evaluate classifier performance. For both scenarios, we performed 5-fold cross-validation, i.e., five random splits for the first scenario and 5 program-wise splits for the second scenario, by dividing the dataset into five subsets and using four subsets for training and one subset for testing, for each 4-way combinations. Furthermore, we repeat each execution five times with different random seeds. The purpose of these many repetitions (5-fold cross-validation × 5 random seeds = 25 runs) is to evaluate whether the results are consistent (see RQ3).

LSTM and GGNN are trained using an iterative algorithm that requires users to provide a stopping criterion. We set a timeout of five hours, and we ended training if there was no accuracy improvement for 20 and 100 epochs, respectively. We made this choice because an LSTM epoch takes about five times longer to run than a GGNN epoch, making this threshold approximately the same in terms of
For the LSTM, we conducted small-scale experiments of 15 epochs with the RW-Rand dataset and LSTM-Ext to determine the word embedding dimension for tokens and batch size. We tested 4, 8, 12, 16, 20, and 50 for the word embeddings and 1, 2, 4, 8, 16, and 32 for the batch size. We observed that word embedding dimension 8 and batch size 8 led to the highest test accuracy on average, and thus we use these values in the remaining experiments. We also used this embedding dimension for the pre-training of GGNN-Enc.

**Metrics.** To evaluate the efficiency of the machine learning algorithms in terms of time, we use the *training time* and the *number of epochs*. After loading a learned model to the memory, the time to test a data point is negligible (around a second) for all algorithms. To evaluate effectiveness, we use *recall*, *precision*, and *accuracy* as follows:

\[
\text{Precision}(P) = \frac{\# \text{ of correctly classified true positives}}{\# \text{ of samples classified as true positive}}
\]

\[
\text{Recall}(R) = \frac{\# \text{ of correctly classified true positives}}{\text{all true positives}}
\]

\[
\text{Accuracy}(A) = \frac{\# \text{ of correctly classified samples}}{\# \text{ of all samples, i.e., size of test set}}
\]

Accuracy is a good indicator of effectiveness for our study because there is no trivial way to achieve high accuracy having an even distribution of samples for each class. Recall can be more useful when missing a true positive report is unacceptable (e.g., when analyzing safety-critical systems). Precision can be more useful when the cost of reviewing false positive report is unacceptable. All three metrics are
computed using the test portion of the datasets.

**Research questions.** With the above experimental setup, we conducted our study to answer the following research questions (RQ).

- **RQ1 (overall performance comparison):** Which family of approaches perform better overall?

- **RQ2 (effect of data preparation):** What is the effect of data preparation on performance?

- **RQ3 (variability analysis):** What is the variability in the results?

- **RQ4 (further interpreting the results):** How do the approaches differ in what they learn?

All experiments were carried on a 64-bit Linux (version 3.10.0-693.17.1.el7) VM running on 12-core Intel Xeon E312xx 2.4GHz (Sandy Bridge) processor and 262GB RAM.

4.4 Analysis of Results

In total, we trained 1350 static analysis report classification models: 3 datasets × 5 splits × 5 random seeds × (9 algorithms for HEF + 2 BoW variations + 4 data preparation routines for LSTM + 3 node representations for GGNN). The summary of the results can be found in Tables 4.3 and 4.4, as the median and semi-interquartile range (SIQR) of 25 runs. We report the median and SIQR because we do not have any hypothesis about the underlying distribution of the data. Note that, for HEF,
we list the four algorithms that had the best accuracy: K*, J48, RandomForest, and MLP. We now answer each RQ.

4.4.1 RQ1: Overall Performance Comparison

In this section, we analyze the overall performance of four main learning approaches using the accuracy metric and we observe that the trends we mention here also hold for the recall and precision metrics. In Table 4.3, we separated high performing approaches from others with a dashed-line at points where there is a large gap in accuracy. Overall, \textit{LSTM-based approaches outperform other learning approaches} in accuracy. The deep learning approaches (LSTM and GGNN) classify false positives more accurately than HEF and BoW, at the cost of longer training times. The gap between LSTM and GGNN and other approaches is larger in the second application scenario suggesting that the hidden representations learned generalize across programs better than HEF and BoW features. Next, we analyze the results for each dataset.

For the OWASP dataset, all LSTM approaches achieve above 98% for recall, precision, and accuracy metrics. BoW approaches are close, achieving about 97% accuracy. The HEF approaches, however, are all below the dashed-line with below 80% accuracy. We conjecture that the features used by HEF do not adequately capture the symptoms of false (or true) positive reports (see Section 4.4.4). The GGNN variations have a big difference in accuracy. The \textit{GGNN-Enc} achieves 94%, while the other two variations achieve around 80% accuracy. This suggests that for
<table>
<thead>
<tr>
<th>Dataset</th>
<th>Approach</th>
<th>Recall</th>
<th>Precision</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>OWASP</td>
<td>LSTM-Raw</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td></td>
<td>LSTM-ANS</td>
<td>99.15</td>
<td>98.74</td>
<td>99.37</td>
</tr>
<tr>
<td></td>
<td>LSTM-Ext</td>
<td>98.94</td>
<td>99.57</td>
<td>99.16</td>
</tr>
<tr>
<td></td>
<td>LSTM-APS</td>
<td>98.30</td>
<td>99.14</td>
<td>98.53</td>
</tr>
<tr>
<td></td>
<td>BoW-Occ</td>
<td>97.90</td>
<td>97.90</td>
<td>97.47</td>
</tr>
<tr>
<td></td>
<td>BoW-Freq</td>
<td>97.90</td>
<td>97.00</td>
<td>97.26</td>
</tr>
<tr>
<td></td>
<td>GGNN-Enc</td>
<td>92.00</td>
<td>94.00</td>
<td>94.00</td>
</tr>
<tr>
<td></td>
<td>HEF-J48</td>
<td>88.50</td>
<td>75.10</td>
<td>79.96</td>
</tr>
<tr>
<td></td>
<td>GGNN-KOTI</td>
<td>78.50</td>
<td>81.00</td>
<td>79.00</td>
</tr>
<tr>
<td></td>
<td>HEF-RandomForest</td>
<td>85.50</td>
<td>74.10</td>
<td>78.32</td>
</tr>
<tr>
<td></td>
<td>GGNN-KOT</td>
<td>80.00</td>
<td>77.50</td>
<td>78.00</td>
</tr>
<tr>
<td></td>
<td>HEF-K*</td>
<td>84.70</td>
<td>73.60</td>
<td>77.68</td>
</tr>
<tr>
<td></td>
<td>HEF-MLP</td>
<td>79.10</td>
<td>70.90</td>
<td>73.00</td>
</tr>
<tr>
<td></td>
<td>LSTM-Raw</td>
<td>90.62</td>
<td>86.49</td>
<td>89.33</td>
</tr>
<tr>
<td></td>
<td>LSTM-Ext</td>
<td>90.62</td>
<td>85.29</td>
<td>89.04</td>
</tr>
<tr>
<td></td>
<td>LSTM-APS</td>
<td>91.43</td>
<td>86.11</td>
<td>87.67</td>
</tr>
<tr>
<td></td>
<td>LSTM-ANS</td>
<td>89.29</td>
<td>84.21</td>
<td>87.67</td>
</tr>
<tr>
<td></td>
<td>BoW-Freq</td>
<td>86.10</td>
<td>87.90</td>
<td>87.14</td>
</tr>
<tr>
<td></td>
<td>GGNN-KOTI</td>
<td>83.00</td>
<td>84.00</td>
<td>84.21</td>
</tr>
<tr>
<td></td>
<td>HEF-K*</td>
<td>80.00</td>
<td>85.70</td>
<td>84.00</td>
</tr>
<tr>
<td></td>
<td>HEF-RandomForest</td>
<td>75.00</td>
<td>84.40</td>
<td>84.00</td>
</tr>
<tr>
<td></td>
<td>GGNN-KOT</td>
<td>89.00</td>
<td>80.00</td>
<td>83.56</td>
</tr>
<tr>
<td></td>
<td>GGNN-Enc</td>
<td>80.00</td>
<td>78.00</td>
<td>82.19</td>
</tr>
<tr>
<td></td>
<td>HEF-J48</td>
<td>78.10</td>
<td>82.40</td>
<td>81.33</td>
</tr>
<tr>
<td></td>
<td>HEF-MLP</td>
<td>71.40</td>
<td>86.20</td>
<td>81.33</td>
</tr>
<tr>
<td>RW-Rand</td>
<td>LSTM-Raw</td>
<td>78.57</td>
<td>76.19</td>
<td>80.00</td>
</tr>
<tr>
<td></td>
<td>LSTM-Ext</td>
<td>70.27</td>
<td>76.47</td>
<td>78.48</td>
</tr>
<tr>
<td></td>
<td>LSTM-APS</td>
<td>62.16</td>
<td>75.76</td>
<td>74.68</td>
</tr>
<tr>
<td></td>
<td>LSTM-ANS</td>
<td>67.57</td>
<td>79.66</td>
<td>74.67</td>
</tr>
<tr>
<td></td>
<td>GGNN-Enc</td>
<td>77.00</td>
<td>75.00</td>
<td>74.67</td>
</tr>
<tr>
<td></td>
<td>GGNN-KOTI</td>
<td>77.00</td>
<td>72.00</td>
<td>74.00</td>
</tr>
<tr>
<td></td>
<td>HEF-J48</td>
<td>58.10</td>
<td>70.40</td>
<td>73.08</td>
</tr>
<tr>
<td></td>
<td>HEF-RandomForest</td>
<td>65.00</td>
<td>75.00</td>
<td>72.02</td>
</tr>
<tr>
<td></td>
<td>GGNN-KOTI</td>
<td>66.10</td>
<td>60.60</td>
<td>68.00</td>
</tr>
<tr>
<td></td>
<td>HEF-K*</td>
<td>60.70</td>
<td>72.70</td>
<td>65.33</td>
</tr>
<tr>
<td></td>
<td>HEF-J48</td>
<td>52.50</td>
<td>60.30</td>
<td>63.44</td>
</tr>
<tr>
<td></td>
<td>HEF-MLP</td>
<td>50.00</td>
<td>65.00</td>
<td>51.32</td>
</tr>
<tr>
<td></td>
<td>BoW-Occ</td>
<td>47.80</td>
<td>65.70</td>
<td>51.25</td>
</tr>
</tbody>
</table>

Table 4.3: Recall, precision and accuracy results for the approaches in Table 4.2 and four most accurate algorithms for HEF, sorted by accuracy. The numbers in normal font are median of 25 runs, and numbers in smaller font semi-interquartile range (SIQR). The dashed-lines separate the approaches that have high accuracy from others at a point where there is a relatively large gap.
Table 4.4: Number of epochs and training times for the LSTM and GGNN approaches. Median and SQIR values as in Table 4.3

<table>
<thead>
<tr>
<th></th>
<th># of epochs</th>
<th>Training time(min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OWASP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSTM-Raw</td>
<td>170</td>
<td>48</td>
</tr>
<tr>
<td>LSTM-ANS</td>
<td>221</td>
<td>47</td>
</tr>
<tr>
<td>LSTM-APS</td>
<td>237</td>
<td>35</td>
</tr>
<tr>
<td>LSTM-Ext</td>
<td>197</td>
<td>79</td>
</tr>
<tr>
<td>GGNN-KOT</td>
<td>303</td>
<td>113</td>
</tr>
<tr>
<td>GGNN-KOTI</td>
<td>218</td>
<td>62</td>
</tr>
<tr>
<td>GGNN-Enc</td>
<td>587</td>
<td>182</td>
</tr>
<tr>
<td>RW-Rand</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSTM-Raw</td>
<td>62</td>
<td>1</td>
</tr>
<tr>
<td>LSTM-ANS</td>
<td>64</td>
<td>1</td>
</tr>
<tr>
<td>LSTM-APS</td>
<td>63</td>
<td>1</td>
</tr>
<tr>
<td>LSTM-Ext</td>
<td>50</td>
<td>0</td>
</tr>
<tr>
<td>GGNN-KOT</td>
<td>325</td>
<td>6</td>
</tr>
<tr>
<td>GGNN-KOTI</td>
<td>325</td>
<td>6</td>
</tr>
<tr>
<td>GGNN-Enc</td>
<td>326</td>
<td>4</td>
</tr>
<tr>
<td>RW-PW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSTM-Raw</td>
<td>63</td>
<td>2</td>
</tr>
<tr>
<td>LSTM-ANS</td>
<td>65</td>
<td>2</td>
</tr>
<tr>
<td>LSTM-APS</td>
<td>65</td>
<td>2</td>
</tr>
<tr>
<td>LSTM-Ext</td>
<td>52</td>
<td>2</td>
</tr>
<tr>
<td>GGNN-KOT</td>
<td>284</td>
<td>54</td>
</tr>
<tr>
<td>GGNN-KOTI</td>
<td>215</td>
<td>21</td>
</tr>
<tr>
<td>GGNN-Enc</td>
<td>245</td>
<td>50</td>
</tr>
</tbody>
</table>

the OWASP dataset, the value of the PDG nodes, i.e., the textual content of the programs, carry useful signals to be learned during training. This also explains the outstanding performance of the BoW and LSTM approaches, as they mainly use this textual content in training.

For the RW-Rand dataset, two LSTM approaches achieve close to 90% accuracy, followed by BoW approaches at around 86%. GGNN and HEF approaches achieve around 80% accuracy. This result suggests that the RW-Rand dataset contains more relevant features the HEF approaches can take advantage of, and we conjecture that the overall accuracy of the other three algorithms dropped because
of the larger programs and vocabulary in this dataset. Table 4.5 shows the number of the words and length of samples for the LSTM approaches (the normal font is the maximum while the smaller font is the mean). As expected, the dictionary gets smaller while the samples get larger as we apply more data preparation. For GGNN, the number of nodes is 24 on average and 82 at most, the number of edges is 47 on average and 174 at most in the OWASP dataset. The real-world dataset has 1880 average to 16479 maximum nodes, and 6411 average to 146444 maximum edges. The real-world programs are significantly larger than the OWASP programs, both in dictionary sizes and sample lengths.

For the RW-PW dataset, all the accuracy results except LSTM-Ext are below 80%. Recall that this split was created for the second application scenario where the training is performed using one set of programs, and testing is done using others. We observe the neural networks (i.e., LSTM and GGNN) still produce reasonable results, while the results of HEF and BoW dropped significantly. This suggests that neither the hand-engineered features nor the textual content of the programs are adequate for the second application scenario, without learning any structural information from the programs.

Next, Both HEF and BoW approaches are very efficient. All their variations completed training in less than a minute for all datasets, while the LSTM and GGNN approaches run for hours for the RW-Rand and RW-PW datasets (Table 4.4). This is mainly due to the large number of parameters being optimized in the LSTM and GGNN.

Lastly, note that the results on the OWASP dataset (Table 4.3) are directly
comparable with the results we achieved in the case study presented in the previous chapter [71], which report 85% and 90% accuracy for program slice and control-flow graph representations, respectively. In this paper, we only experimented with program slices as they are a more precise summarization of the programs. With the same dataset, our LSTM-Ext approach, which does not learn from any program-specific tokens, achieves 99.57% accuracy. Therefore, we conjecture these improvements are due to the better and more precise data preparation routines we perform.

4.4.2 RQ2: Effect of Data Preparation

<table>
<thead>
<tr>
<th>Approach</th>
<th>Dictionary size</th>
<th>Sample length</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OWASP</td>
<td>real-world</td>
</tr>
<tr>
<td>LSTM-Raw</td>
<td>333</td>
<td>13237</td>
</tr>
<tr>
<td>LSTM-ANS</td>
<td>284</td>
<td>9724</td>
</tr>
<tr>
<td>LSTM-APS</td>
<td>284</td>
<td>9666</td>
</tr>
<tr>
<td>LSTM-Ext</td>
<td>251</td>
<td>4730</td>
</tr>
</tbody>
</table>

Table 4.5: Dataset stats for the LSTM approaches. For the sample length, numbers in the normal font are the maximum and in the smaller font are the mean.

We now analyze the effect of different data preparation techniques for the machine learning approaches. Recall the goal of data preparation is to provide the most effective use of information that is available in the program context. We found that LSTM-Ext produced the overall best accuracy results across the three datasets. The different node representations of GGNN present tradeoffs, while the BoW variations produced similar results.

Four code transformation routines were introduced for LSTM. LSTM-Raw achieves 100% accuracy on the OWASP dataset. This is because LSTM-Raw per-
forms only basic data cleansing and tokenization, with no abstraction for the variable, method, and class identifiers. Many programs in the OWASP benchmark have variables named “safe,” “unsafe,” “tainted,” etc., giving away the answer to the classification task and causing memorizing the program-specific and concrete information from this dataset. Therefore, LSTM-Raw can be suitable for the first application scenario in which learning program-specific and concrete things can help learning. On the other hand, the RW-PW dataset benefits from more transformation routines that perform abstraction and word extraction. LSTM-Ext outperformed LSTM-Raw by 5.33% in accuracy for the RW-PW dataset.

We presented three node representation techniques for GGNN. For the OWASP dataset, we observe a significant improvement in accuracy from 78% with GGNN-KOT to 94% with GGNN-Enc. This suggests that very basic structural information from the OWASP programs (i.e., the kind, operation, and type information included in GGNN-KOT) carries limited signal about true and false positives, while the textual information included in GGNN-Enc carries more signal, leading to a large improvement. This trend, however, is not preserved on the real-world datasets. All GGNN variations, i.e., GGNN-KOT, GGNN-KOTI, and GGNN-Enc, performed similarly with 83.56%, 84.21%, and 82.19% accuracy, respectively, on the RW-Rand, and 74%, 72%, and 74.67% accuracy on the RW-PW datasets. Overall, we think the GGNN trends are not clear partly because of the nature of data such as sample lengths, dictionary, and dataset sizes (Tables 4.1 and 4.5). Moreover, the information encoded in the GGNN-KOT and GGNN-KOTI approaches is very limited, whereas the information encoded in GGNN-Enc might be too much (taking the av-
average over the embeddings of all tokens that appear in the statement), making the signals harder to learn.

*BoW-Occ* and *BoW-Freq* had similar accuracy in general. The largest difference is 85.53% and 87.14% accuracy for *BoW-Occ* and *BoW-Freq*, respectively, on the RW-Rand dataset. This result suggests that checking the presence of a word is almost as useful as counting its occurrences.

### 4.4.3 RQ3: Variability Analysis

In this section, we analyze the variance in the recall, precision, and accuracy results using the semi-interquartile range (SIQR) value given in the smaller font in Table 4.3.

Note that, unlike other algorithms, J48 and K* deterministically produce the same models when trained on the same training set. The variance observed for J48 and K* is only due to the different splits of the same dataset.

On the OWASP dataset, all approaches have little variance, except for a 7% SIQR for the recall value of HEF-MLP.

On the RW-Rand dataset, SIQR values are relatively higher for all approaches but still under 4% for many of the high performing approaches. The *BoW-Freq* approach has the minimum variance for recall, precision, and accuracy. The *LSTM-ANS* and *LSTM-Ext* follow this minimum variance result. Last, the HEF-based approaches lead to the highest variance overall.

On the RW-PW dataset, the variance is even bigger. For recall, in particular,
we observe SIQR values around 30% with some of the HEF, LSTM, and GGNN approaches. The best performing two LSTM approaches, LSTM-Ext and LSTM-APS, have less than 4% difference between quartiles in accuracy. We conjecture this is because the accuracy value directly relates to the loss function being optimized (minimized), while recall and precision are indirectly related. Lastly, applying more data preparation for LSTM leads to a smaller variance for all the three metrics for the PW-RW dataset.

4.4.4 RQ4: Further Interpreting the Results

To draw more insights on the above results, we further analyze four representative variations, one in each family of approaches. We chose HEF-J48, BoW-Freq, LSTM-Ext, and GGNN-KOT because these instances generally produce the best results in their family. Figure 4.2 shows Venn diagrams that illustrate the distribution of the correctly classified reports, for these approaches with their overlaps (intersections) and differences (as the mean for 5 models). For example, in Figure 4.2-A, the value 294 in the region covered by all four colors means these reports were correctly classified by all four approaches, while the value 1.8 in the blue only region mean these reports were correctly classified only by LSTM.

The RW-Rand results in Figure 4.2-B show that 43 reports were correctly classified by all four approaches, meaning these reports have symptoms that are detectable by all approaches. On the other hand, 30.6 (41%) of the reports were misclassified by at least one approach.
A - The OWASP benchmark dataset:

B - RW-Rand dataset:

C - RW-PW dataset:

Figure 4.2: Venn diagrams of the number of correctly classified examples for HEF-J48, BoW-Freq, LSTM-Ext, and GGNN-KOT approaches, average for 5 models trained.
The RW-PW results in Figure 4.2-C show that only 20 reports were correctly classified by all approaches. This is mostly due to the poor performance of the \textit{HEF-J48} and \textit{BoW-Freq}. The \textit{LSTM-Ext} and \textit{GGNN-KOT} can correctly classify about ten more reports which were misclassified both by the \textit{HEF-J48} and \textit{BoW-Freq}. This suggests that the \textit{LSTM-Ext} and \textit{GGNN-KOT} captured more generic signals that hold across programs.

Last, the overall results in Figure 4.2 show that no single approach correctly classified a superset of any other approach, and therefore there is a potential for achieving better accuracy by combining multiple approaches.

Figure 4.3-A shows a sample program from the OWASP dataset to demonstrate the potential advantage of the \textit{LSTM-Ext}. At line 2, the \texttt{param} variable receives a value from \texttt{request.getQueryString()}. This value is tainted because it comes from the outside source \texttt{HttpServletRequest}. The \texttt{switch} block on lines 7 to 16 controls the value of the variable \texttt{bar}. Because \texttt{switchTarget} is assigned \texttt{B} on line 4, \texttt{bar} always receives the value \texttt{bob}. On line 17, the variable \texttt{sql} is assigned to a string containing \texttt{bar}, and then used as a parameter in the \texttt{statement.executeUpdate(sql)} call on line 20. In this case, FindSecBugs overly approximates that the tainted value read into the \texttt{param} variable might reach the \texttt{executeUpdate} statement, which would be a potential SQL injection vulnerability, and thus generates a vulnerability warning. However, because \texttt{bar} always receives the safe value \texttt{bob}, this report is a false positive.

Among the four approaches we discuss here, this report was correctly classified only by \textit{LSTM-Ext}. To illustrate the reason, we show the different inputs of these
public void doPost(HttpServletRequest request...){
    String param = request.getQueryString();
    String sql, bar, guess = "ABC";
    char switchTarget = guess.charAt(1); // 'B'
    // Assigns param to bar on conditions 'A' or 'C'
    switch (switchTarget) {
    case 'A':
            bar = param; break;
    case 'B': // always holds
            bar = "bob"; break;
    case 'C':
            bar = param; break;
    default:
            bar = "bob's your uncle"; break;
    }
    sql = "UPDATE USERS SET PASSWORD='' + bar + '' WHERE USERNAME='foo'";
    try {
        java.sql.Statement statement = DatabaseHelper.getSqlStatement();
        int count = statement.executeUpdate(sql);
    } catch (java.sql.SQLException e) {
        throw new ServletException(e);
    }
}

org owasp benchmark UNK UNK do Post (Http Servlet Request Http Servlet Response):
String VAR 6 = p 1 request get Query String ():
C VAR 10 = STR 1 char At (1):
switch VAR 10: String Builder VAR 14 = new String Builder:
String Builder VAR 18 = VAR 14 append (STR 0):
String Builder VAR 20 = VAR 18 append (VAR 13):
String Builder VAR 23 = VAR 20 append (STR 3):
String VAR 25 = VAR 23 to String ():
java sql Statement VAR 27 = get Sql Statement ():
I VAR 29 = VAR 27 execute Update (VAR 25):
PHI VAR 13 = VAR 6 STR 4 VAR 6 STR 2

Figure 4.3: An example program (simplified) from the OWASP benchmark that was correctly classified only by LSTM-Ext (A) and the sequential representation used for LSTM-Ext (B)

approaches. Figure 4.3-B shows the sequential representation used by LSTM-Ext.
HEF-J48 used the following feature vector:

```plaintext
[rule_name : SQL_INJECTION,
 sink_line : 19, sink_identifier : Statement.executeUpdate,
 source_line : 2, source_identifier : request.getQueryString,
 functions : 4,
 witness_length : 2,
 number_bugs : 1,
 conditions : 1, severity : 5, confidence : High,
 time : 2,
 classes_involved : 1]
```

Notice that this feature vector does not include any information about the string variable `guess`, the `switch` block, or overall logic that exists in the program. Instead, it relies on correlations that might exist for the features above. For this example, such correlations weight more for the true positive decision, thus lead to misclassification.

On the other hand, the LSTM-Ext representation includes the program information. For example, `VAR 6` gets assigned to the return value of the `request.getQueryString` method and `VAR 10` is defined as `STR 1 . char At (1)`. Note that `STR 1` refers to the first string that appears in this program, i.e., `'ABC'`). We see the tokens `switch VAR 10` at line 5 corresponding to the switch statement. Then, we see string and SQL operations through lines 7 to 12, followed by a PHI instruction at line 13. This sequential representation helps LSTM-Ext to correctly classify the example as a false positive.
Last, BoW-Freq misclassified this example using the tokens in Figure 4.3-B without their order. This suggests that the overall correlation of the tokens that appear in this slice does not favor the false positive class. We argue that the correct classification by LSTM-Ext was not due to the presence of certain tokens, but rather due to the sequential structure.

4.4.5 Threats To Validity

There are several threats to the validity of our study. First, the benchmarks may not be representative. Like we mentioned earlier, the OWASP benchmark is synthetic. Therefore, we collected the first real-world benchmark for classifying static analysis results, consisting of 14 programs to increase the generalizability of our results. In addition, our real-world benchmark consists of 400 data points, which may not be large enough to train neural networks with high confidence. We repeated the experiments using different random seeds and data splittings to analyze the variability that might be caused by having limited data. Second, we ran our experiments on a virtual machine, which may affect the training times. However, since these models would be trained offline and very rarely, we are primarily interested in the effectiveness of the approaches in this study.
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Many static program verification tools can be customized by setting runtime configuration options. For example, CBMC [99], a popular verification tool for C/C++ programs, has 98 configuration options, such as \texttt{--unwind} which specifies the number of times to unwind loops when computing the model of the program. Most of these options present tradeoffs between performance, precision, and soundness. Although these options allow users to customize the tools for their own needs, choosing the best options for a specific task is challenging, requiring domain expertise and extensive experimentation [19]. In addition, the effectiveness of an setting an option (or a combination of options) can depend on the features present in the target program [24, 100], making it difficult to find a single configuration that produces desirable results (e.g., fast and precise) for differing programs. In practice, users, especially a non-experts, often run a static bug detector on target programs with a provided “default” configuration to see if it produces desirable outputs. If not, these users often do not know how to effectively modify the analysis options to produce better results. We believe this challenge has prevented many verification tools from being used to their full potential.

Recent studies have shown that configuration options indeed present tradeoffs
Various techniques have been proposed that selectively apply a configuration option to certain programs or parts of a program (i.e., adaptive analysis), using heuristics defined manually or learned with machine learning techniques. Although a promising research direction, these techniques are currently focused on tuning limited kinds of analysis options (e.g., context-sensitivity). In addition, machine learning techniques have recently been used to improve the usability of static analysis tools. The applications include classifying, ranking, or prioritizing analysis results (like the learning approach we introduced and evaluated in Chapters 3 and 4), and ranking program verification tools based on their likelihood of completing a given task. However, the configurability of static analysis tools, verification tools specifically, has not been considered in these applications. We believe that automatic configuration selection will make program verification tools more usable and enable their wide adoption in the software engineering practice.

In this chapter, we present auto-tune to automatically configure program verification tools for given target programs. We aim to develop a generalizable approach that can be used for various tools that are implemented in and targeted at different programming languages. We also aim to develop an efficient approach that can effectively search for desirable configurations in large spaces of configurations. To achieve these goals, our approach leverages two main ideas. First, we use prediction models using supervised machine learning as both fitness functions and incorrect result filters. Our prediction models are trained on language-independent
features in target programs and configuration options of the subject verification tools. Second, we use a meta-heuristic search algorithm that probabilistically scans the configuration spaces of verification tools using the aforementioned prediction models.

Overall, auto-tune works as follows: we first train two prediction models to be used in the meta-heuristic search algorithm using a ground-truth dataset that consists of correct, incorrect, and inconclusive\(^1\) program analysis runs. The first model, the fitness function, is trained on the entire dataset; the second model, the incorrect result filter (or, for short, filter), is trained only on the conclusive part of the dataset—i.e., we exclude the inconclusive analysis runs. Our search algorithm starts with a default configuration of the tool if available; otherwise, it starts with a random configuration. The algorithm then systematically, but non-deterministically, alters this configuration to generate a new configuration. Throughout the search, the fitness function is used to decide whether a configuration is good enough to accept as the current candidate solution, and the filter is used to decide whether to run the tool with this configuration or not. The algorithm continues to scan the search space by generating new configurations until it locates one that meets the thresholds in the fitness and filter functions and that leads to a conclusive result when run.

auto-tune is a meta-reasoning approach [32, 33] because it aims to reason about how verification tools should reason about a given verification task. In this

\(^1\)An inconclusive analysis run means the tool fails to come to a judgement due to a timeout, crash, or a similar reason.
setting, the reasoning of a given verification tool is controlled by configuration options that enable/disable certain simplifications or assumptions throughout the analysis tasks. The ultimate goal of meta-reasoning is to identify a reasoning strategy, i.e., a configuration, that is likely to lead to the desired verification result.

We applied auto-tune to four popular program verification tools. CBMC and Symbiotic [34, 35] verify C/C++ programs, while JBMC [36] and JayHorn [37] verify Java programs. We generated program analysis datasets with the ground truths from the SV-COMP\(^2\), an annual competition of software verification that includes a large set of both Java and C programs. We used our datasets, which contain between 55K and 300K data points, to train prediction models for each tool.

To evaluate the effectiveness of auto-tune, we consider two use cases. First, to simulate the scenario in which a non-expert uses a tool without a reliable default configuration, we start auto-tune with a random configuration. Our experiments suggest that auto-tune could produce results comparable to configurations manually and painstakingly selected by program analysis experts (referred to as comp-default\(^3\) in the remainder of this chapter). Second, to simulate the scenario in which a tool comes with a reliable default configuration, or is used by an expert, we start auto-tune with the comp-default configuration. Our results suggest that, with regard to the competition’s scoring system, auto-tune could improve the SV-COMP performance for three out of four program verification tools we studied: Symbiotic, JayHorn, and JBMC. For CBMC, auto-tune also increased the num-

\(^2\)https://sv-comp.sosy-lab.org/2019

\(^3\)These are the configurations the tools used when participating the competition.
ber of correct analysis runs significantly, but it did not improve the competition score due to the large penalty for incorrect results. We also studied the effects of different choices in our algorithm, including two supervised machine learning approaches (i.e., classification and regression) and three strategies for creating a new configuration in the search.

In summary, the contributions of our work are:

- A novel meta-heuristic search approach to automatically configure program verification tools, using machine learning models both as a fitness function and as a false result filter

- Successful applications of the approach to four state-of-the-art verification tools for C and Java (Section 5.4).

- The collection and analysis of ground-truth datasets, showing the distribution of results across different analysis configurations (Section 5.4).

- Empirical evaluations of different use-case scenarios that demonstrate the effectiveness of auto-tune and an in-depth study of the choices in the algorithm (Section 5.5).

We have made the implementation, datasets and evaluation results publicly available: https://bitbucket.org/ugur_koc/auto-tune
A - Program $P_1$

```c
extern void __VERIFIER_error() __attribute__((noreturn));
void __VERIFIER_assert(int cond) {
  if(!(cond)) { ERROR: __VERIFIER_error(); }
}

#define N 100000

int main( ) {
  int min = 0, i = 0, a[N];
  while ( i < N ) {
    if ( a[i] < min )
      min = a[i];
    i++;
  }
  for (int x = 0 ; x < N ; x++ ) {
    __VERIFIER_assert( a[x] >= min );
  }
  return 0;
}
```

B - Program $P_2$

```c
extern void __VERIFIER_error() __attribute__((noreturn));
void __VERIFIER_assert(int cond) {
  if(!(cond)) { ERROR: __VERIFIER_error(); }
}

#define N 100000

int main( ) {
  int src[N], dst[N], i = 0;
  while ( src[i] != 0 ){
    dst[i] = src[i++];
  }
  for (int x = 0 ; x < i ; x++ ) {
    __VERIFIER_assert( dst[x] == src[x] );
  }
  return 0;
}
```

Figure 5.1: Code examples from the SV-COMP 2018.
5.1 Motivating Examples

We now demonstrate the challenges involved in configuring verification tools using the two motivating examples in Figure 5.1. These two example programs are extracted from SV-COMP 2018 [101]. Both popular C verification tools we studied, CBMC and Symbiotic, produce inconclusive analysis results (i.e., timeout in 15 minutes or crash with out of memory error) using their developer-tuned `comp-default` configurations on these programs. This leaves the tool users uncertain about whether they can successfully analyze these programs with other configurations.

Figure 5.1-A presents a safe program, $P_1$. Its main functionality is to find the minimum value in the integer array $a$ (lines 10-14). Line 16 uses an assertion to check if all the elements are greater than or equal to the computed minimum value. If the assertion fails, it triggers the `ERROR` on line 3. While, in fact, the `ERROR` cannot be reached in any execution of this program, CBMC’s `comp-default` led to inconclusive results. To understand the difficulty of successfully analyzing this program, we manually investigated 402 configurations of CBMC. Only 48 (12%) of them lead to the correct analysis result, while others were inconclusive. We identified that `--depth=100`, which limits the number of program steps, is the only option value that is common in successful configurations and different from its value (no depth limit) in `comp-default`. Using this option value is critical when analyzing $P_1$ because it improves the scalability of CBMC so that it finishes within the time limit.

We made similar observations on the configurations of Symbiotic. Investigating the configurations that led to the correct result, 81 out of 222, we found that it is critical
to turn the \texttt{--explicit-symbolic}⁴ option on for \textit{Symbiotic} to scale on \( P₁ \) rather than using \texttt{comp-default} which turns it off. This example demonstrates that some options may be important for improving the performance of certain verification tools on certain programs and that altering them from the default configurations may yield better analysis results.

Figure 5.1-B shows an unsafe program, \( P₂ \), with an array-out-of-bounds error. At lines 10-11, the program copies elements from \texttt{src} array to \texttt{dest} array in a loop until it reaches 0 in \texttt{src}. At lines 13-14, the assertion checks if \texttt{src} and \texttt{dest} have the same elements up to index \( i \). The problem with this program is that if \texttt{src} does not contain 0, the array accesses at line 10 will exceed the bounds of the arrays. Recall that \textit{Symbiotic}'s \texttt{comp-default} also led to an inconclusive result on \( P₂ \). From a manual investigation of \( P₁ \), we know that turning on option \texttt{--explicit-symbolic} may be critical to the performance of the tool. However, doing this leads to incorrect results on \( P₂ \) due to unsoundness, because the random values used for initialization may actually contain 0. Out of the 137 \textit{Symbiotic} configurations we manually investigated for \( P₂ \), only 3 of them led to the correct analysis result, while 123 were inconclusive, and 12 were incorrect. In the 12 configurations leading to the incorrect result, \texttt{--explicit-symbolic} was always on.

The above motivating examples show that there may not exist a single configuration under which a tool performs well across all programs, because the options interact differently with programs depending on the programs’ features. However,

\footnote{Setting \texttt{--explicit-symbolic:on} in \textit{Symbiotic} results in initializing parts of memory with non-deterministic values. Otherwise, evaluation is done with symbolic values which leads tracking more executions paths (costly).}
such manual investigation is costly and requires domain expertise, demonstrating the need for auto-tune, whose goal is to automatically locate tool configurations that are likely to produce desired analysis results for a given program.

5.2 Our Auto-tuning Approach

![Workflow of our auto-tuning approach.](image)

One way to perform auto-tuning is to train classifiers to predict the appropriate settings for all configuration options (a configuration consisting of many analysis options), given a target program to analyze. This can be achieved with multi-target classification \[102\] by treating each configuration option as a label. However, as our motivating examples show, only a few options may be strongly associated with certain program features. This means that in order to achieve high accuracy in a multi-target learning model, the ground-truth dataset should have many data points for these options while the replications of the other options represent noise. Without knowing in advance which analysis options are important, prohibitively
large datasets would be required in order to contain the necessary replications of each configuration option. Alternatively, the amount of data needed sharply decreases if one is able to frame the problem as a single target problem, instead of a multi-target problem. Our idea for auto-tune is to formulate the problem as a search problem that uses models trained from single target classification/regression.

Figure 5.2 shows the workflow of auto-tune. The key component is a metaheuristic configuration search that navigates through a tool’s configuration space and makes predictions about candidate configurations using machine learning models trained offline. To use auto-tune, a user provides a target program and an optional initial configuration. auto-tune runs the tool with the initial configuration if provided. If the initial configuration leads to an inconclusive result or if the user does not provide an initial configuration (e.g., a good default configuration of a tool is not available), auto-tune explores the configuration space to locate a configuration likely to produce conclusive and correct analysis results for the target program (using thresholds and prediction models). The located configuration is then used to run the verification tool. The search algorithm is iteratively applied until a conclusive analysis result is produced, or the search terminates after being unable to find a conclusive result. This workflow applies to automatically configuring many configurable program verification tools.
Algorithm 2 Meta-heuristic configuration search algorithm

1: function ConfigSearch(CS = ⟨O, D⟩, P, M, F, θ)
2: \( T \leftarrow 1; T_s \leftarrow 10^{-5}; R \leftarrow 10^{-4} \) \( \triangleright \) hyper parameters
3: \( \text{analysisResult} \leftarrow -999 \) \( \triangleright \) analysis exit code
4: \( V \leftarrow \text{getProgramRepresentation}(P) \)
5: \( c^* \leftarrow c \leftarrow \text{getInitialConfig}(CS) \)
6: \( E_{c^*} \leftarrow E_c \leftarrow \text{query}(M, \langle V + c \rangle) \) \( \triangleright \) cost for \( \langle V + c \rangle \)
7: while \( T_s < T \land \neg \text{isComplete(analysisResult)} \) do
8: \( \text{repeat} \)
9: \( c' \leftarrow \text{generateNeighboringConfig}(CS, c) \)
10: \( E_{c'} \leftarrow \text{query}(M, \langle V + c' \rangle) \)
11: \( \Delta E \leftarrow E_{c'} - E_c \)
12: \( T \leftarrow T - (T \times R) \)
13: until \( \Delta E < 0 \lor \text{rand}(0, 1) < e^{-k\Delta E/T} \)
14: \( c, E_c \leftarrow c', E_{c'} \)
15: if \( E_c < E_{c^*} \) then
16: \( c^*, E_{c^*} \leftarrow c, E_c \) \( \triangleright \) best config so far
17: \( S_c \leftarrow \text{query}(F, \langle V + c \rangle) \) \( \triangleright \) incorrectness score for \( \langle V + c \rangle \)
18: if \( S_c \leq \theta \) then
19: \( \text{analysisResult} \leftarrow \text{runSA}(P, c) \)
20: return \( \langle \text{analysisResult}, c^* \rangle \)

5.2.1 Meta-heuristic Configuration Search

We now present our meta-heuristic configuration search algorithm, which effectively explores and predicts configurations from a subset of a tool’s configurations.

Our algorithm is inspired by simulated annealing [103, 104, 105]. Simulated annealing is a meta-heuristic search algorithm that mimics the metallurgical process of annealing. It probabilistically scans the search space to approximate the globally optimal solution. Generally, simulated annealing starts from an initial state and iteratively searches for a good solution by applying alterations to the current state. This generates a new candidate state (i.e., neighboring state). If the generated
neighboring state is better than the current state, it is “accepted” as the current state for the next search iteration. Otherwise, to avoid getting stuck in local optima, “inferior” neighboring states are probabilistically accepted. There are three control parameters in simulated annealing: the initial temperature $T_0$, the cooling rate $R$ by which the temperature $T$ is reduced every iteration, and the stopping temperature $T_s$. At any given iteration $t$, the temperature $T_t$ determines the probability that an inferior neighbor state is accepted as the new current state. This has the effect of reducing the probability that inferior neighboring states are accepted as the search progresses; i.e., inferior neighboring states are more likely to be accepted at early iterations. The search ends either when a good solution is found, or when the temperature reaches $T_s$.

Algorithm 2 shows our meta-heuristic configuration search. The inputs to this algorithm are:

1. the tool’s configuration space $CS = (O, D)$ where $O$ is the set of configuration options and $D$ is their domains,

2. the target program $P$,

3. the fitness function model $M$,

4. the filter model $F$, and

5. the threshold value $\theta$ for the incorrectness score computed by the filter.

Lines 2-6 perform the initializations. First, we initialize the hyper-parameters as follows: $T = 1, T_s = 10^{-5}$, and $R = 10^{-4}$ (empirically determined). The variable
**analysisResult** is set to $-999$, referring to an inconclusive analysis result. Line 4 extracts the program features of $P$ and assigns them to $V$. At line 5, the current configuration ($c$) and the best configuration ($c^*$) are both initialized with either a default configuration provided by the user or a randomly generated configuration. At line 6, $M$ is used to compute $E_c$, which is the predicted cost of this configuration running on a program with features $V$. Depending on whether $M$ is configured as a classification or regression model (see Section 5.2.2), this cost can be a continuous score (regression) or the probability that $c$ will produce either an inconclusive or incorrect result).

Lines 7 to 19 are the search iterations. Line 7 has two guards: $T_s < T$, to check that the temperature has not decreased below the stopping temperature, and $isComplete(analysisResult)$, which stops the search when a conclusive result has been produced (since our goal is only to find a “good” rather than “the optimal” solution). The inner loop at lines 8-13 generates the neighboring configuration $c'$ (line 9), predicts its cost using $M$ (line 10), and repeats until one of the acceptance conditions on line 13 is met. There are two reasons a $c'$ can be accepted as the current configuration $c$: either it is better than $c$ ($\Delta E < 0$), or because the probabilistic condition indicating whether to accept an inferior state, $rand(0, 1) < e^{-k\Delta E/T}$, holds (line 13). The current solution $c$ and current cost $E_c$ are then updated, according to the generated configuration at line 14. If the fitness model predicts the current configuration is the best so far ($E_c < E_{c^*}$), $c^*$ and $E_{c^*}$ are also updated accordingly (lines 15-16). When a new configuration is determined to be the best, we want to run the analysis tool and update **analysisResult** accordingly. However, running the
analysis tool is an expensive operation. We thus use a second prediction model $F$ on line 17, the *filter*, to predict an “incorrectness score;” in other words, the likelihood that running the tool with the configuration will return an incorrect analysis result. We predict this score $S_c$, and only run the analysis tool if $S_c$ is less than the parameter $\theta$ (lines 18-19). If the analysis produces conclusive results, the search ends, and we return the analysis results (line 20). Otherwise, the search continues.

To summarize, our search algorithm adapts simulated annealing with three key enhancements specific to our application:

1. The algorithm does not require finding the optimal solution but rather, a good solution, which is implemented through the additional stopping condition, $isComplete(analysisResult)$.

2. The cost estimated by the fitness function model, $E_c$, is not just the cost of a configuration $c$, but the cost of the configuration and program pair $\langle V + c \rangle$.

3. The filter model and the control mechanism that uses this model to decide whether to run the analysis tool or not (lines 17-19).

### 5.2.2 Learning the Fitness Function and Filter

**Data Structure.** A data point in our dataset is precisely what is used to query the fitness function in the search process; i.e.,

$$V + c = X$$

where $V$ is the program feature vector, $+$ is the concatenation operator, $c$ is the configuration, and $X$ is the analysis result (i.e., correct, incorrect, and inconclusive).
This way, when predicting an analysis result for a new program and configuration pair, the machine learning algorithms will not just use program features or configuration options, but also their interactions.

Feature Extraction. Recall that one of our goals is to be able to apply our approach to tools targeted at analyzing programs in different languages. Therefore, we extract generic program features that are available in most (if not all) programming languages. We use a simple bag of words technique that has been used in the analysis report classification study (presented in Chapter 4) [18]. We only count the number of each kind of intermediate level instructions in three-address code and loops. In particular, we use 56 LLVM IR [106] instructions for C and 33 WALA IR [64] instructions for Java.

Prediction Models. To navigate in the search space, we need a way to measure the cost/fitness of each candidate solution. We achieve this through a fitness function. The fitness function should output continuous numerical cost values for candidates. In this problem, we do not know what the exact costs of configurations are; therefore, we approximate this cost by using a prediction model as a fitness function. We achieve this in two alternative ways. One way is to train classifiers and use them to compute the probability that a data point \((V + c)\) results in either an inconclusive or incorrect analysis result. This probability is used as the cost/fitness of the data point.

Alternatively, we can map classes of analysis results to certain numeric values
and train regression models. Now, the regression models’ output is used as the cost. In this case, since our search is designed as a minimization problem, i.e., aiming to reduce the cost, the desired analysis results should be mapped to values smaller than the values of undesired (i.e., incorrect and inconclusive) analysis results. One advantage of the regression approach is customizability; i.e., the distance between the correct and incorrect classes can be adjusted for different scenarios. In certain application domains, missing a buggy program (i.e., false negative, FN) is not acceptable. To account for that, we can assign a very high-cost value to FN class while a relatively low-cost value to FP class. This way, our approach can tolerate FP results, but the goal is to avoid missing any buggy/defective in programs. In other application domains, FN results might be acceptable, while wasting developers’ time and other resources on FP results are not. Accordingly, the cost value for FP can be set high, and the cost value for FN relatively low.

We explore both of these approaches, i.e., classification and regression, in our study. We provide and discuss the cost values we used in our evaluations with regression models in Section 5.5.1.

Once we have candidate configurations, our next goal is to reduce the likelihood of selecting a final configuration that produces an incorrect result. We thus utilize a second prediction model—the incorrect result filter—that is used in the search to compute the likelihood of a data point \((V + c)\) corresponding to an incorrect analysis result. We call the output of this filter an incorrectness score. We train the filter in the same way as the fitness function, using classification or regression. In fact, the only difference between the fitness function and the filter is the dataset they trained
The fitness function is trained on the entire dataset, so, ideally, it can learn the relations between the data and analysis results, including the inconclusive ones. The filter, however, is trained on the conclusive analysis runs only in order to make the filter more specialized for learning program features, configuration options, and their potential interactions that might lead to incorrect analysis results.

To obtain the ground-truth datasets for a given verification tool, we systematically select sample configurations from its configuration space and run it with each selected configuration on a set of benchmark programs with known correctness properties (i.e., unsafe or safe). After generating the labeled dataset, we train two models to be used in the configuration search, as described in Section 5.2.1.

5.2.3 Neighboring Configuration Generation

The neighbor generation strategy of any search algorithm is an essential component that can significantly affect performance. A good neighbor generation strategy should select good candidates to direct the search for scanning the entire space in a cost-effective manner. One common way to generate neighboring states is to alter the current state randomly.

We have three different neighbor generation strategies. First, as the baseline, we generate a neighboring configuration by altering the current configuration at a maximum of three random points with no restrictions. These alterations take place randomly within the domain of each option, which is defined manually. We call this strategy the base strategy.
In order to come up with more sophisticated strategies, we performed a main effect screening study [107] on the ground-truth datasets. We observed that there are configuration option values that have statistically significant effects on the number of correct, incorrect, and/or inconclusive analysis results. We implement two alternative neighbor generation strategies that make use of these findings.

The second strategy is the greedy strategy. For this strategy, when the current configuration is altered to produce the neighboring configuration, we forbid any values of an option $o_{i,j}$ (referring to the $j^{th}$ value of option $i$) that increases the number of incorrect results by significantly more than it increases the number of correct results. However, if an option value is contributing to both the correct and incorrect classes equally, we do not forbid it. We expect the fitness function to learn the interactions between such option settings and program features and favor the setting that is likely to lead to the correct analysis result for a given program.

The third strategy is the conservative strategy. In this strategy, any $o_{i,j}$ that increases the number of incorrect results is forbidden, regardless of whether it also increased the number of correct results.

To identify the forbidden option values for the greedy and conservative strategies, we performed main effect screening studies on the ground-truth datasets using JMP [108]. Any option value that increases incorrect results and has a statistically significant effect $p < 0.05$ according to the screening study is forbidden during neighbor generation if the appropriate rule applies.
5.3 Implementation

We implemented the proposed approach in 600 lines of Java code\(^5\). Specifically, we used the random forest algorithm\(^6\) for classification [110] and the REP (stands for Reduced-Error Pruning) tree algorithm\(^7\) for regression [111] (both with default parameters). In this implementation, supervised training of the predictive models and search are automated.

It takes as input:

1. the training and testing dataset files;

2. an executable script to run the verification tool;

3. the choice of starting point (default or random config);

4. choice of neighbor generation strategy (base, greedy, or conservative);

5. choice of learning model (regression or classification); and

6. threshold value (there are other optional inputs we do not list here, see `--help` option of the tool).

First note, if the starting point is chosen as the default config (the default config file must be present), the search will start only if the default config fails to return a conclusive analysis result. Second note, the threshold values are at different scale for classification and regression. For classification, it should be between 0-1,

---

\(^5\)Weka Dev 3.9.3 [109] is the only framework that we have as a dependency for the machine learning algorithms.

\(^6\)Implementation: `weka.classifiers.trees.RandomForest`

\(^7\)Implementation: `weka.classifiers.trees.REPTree`
where 0 will lead to very conservative runs that will filter any configuration that is not guaranteed to complete with a correct result, while 1 means no threshold. For regression, this value will depend on the numeric value mappings the classes have. For example, if the correct classes are mapped to 0, and incorrect classes are mapped to 100, a threshold value of 10 will cause filtering any configurations that lead to a falseness score grader than 10.

5.4 Datasets

In this section, we describe the subject analysis tools we used in our evaluation, benchmark programs, and the ground-truth dataset we created for each subject tool.

5.4.1 Subject Tools

<table>
<thead>
<tr>
<th>Tool</th>
<th>Target lang</th>
<th># of options</th>
<th>Config space size</th>
<th>Sample size</th>
<th>Dataset size</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>CBMC 5.11</em></td>
<td>C</td>
<td>21</td>
<td>$2.9 \times 10^9$</td>
<td>295</td>
<td>295 000</td>
</tr>
<tr>
<td><em>Symbiotic 6.1.0</em></td>
<td>C</td>
<td>16</td>
<td>$9.8 \times 10^5$</td>
<td>82</td>
<td>54 940</td>
</tr>
<tr>
<td><em>JayHorn 0.6-a</em></td>
<td>Java</td>
<td>12</td>
<td>$7.5 \times 10^9$</td>
<td>256</td>
<td>94 208</td>
</tr>
<tr>
<td><em>JBMC 5.10</em></td>
<td>Java</td>
<td>27</td>
<td>$7.2 \times 10^{10}$</td>
<td>200</td>
<td>73 600</td>
</tr>
</tbody>
</table>

Table 5.1: Subject verification tools.

Table 5.1 lists the subject verification tools that we used in our study. We chose these tools because they all participated in SV-COMP 2019. Therefore, we can collect the ground-truth performance using the scripts provided with the infrastructure. To demonstrate the generality of our approach, we chose two tools that verify C programs: *CBMC* and *Symbiotic*), and two tools that verify Java programs: *JBMC* and *JayHorn*. All four tools have configuration options for customization. In
our evaluation, we focus on the options that affect the analysis performance, soundness, and/or precision, instead of the ones for formatting output and turning on/off specific checkers. The third and fourth columns in Table 5.1 show the number of options we use and the number of possible configurations than can be created with them, respectively.

5.4.2 Benchmark Programs

All of our benchmark programs are from the SV-COMP. For Java tools, we used all 368 benchmark programs from SV-COMP 2019. All of the Java benchmarks are written with assertions, and the verification tools check if these assertions always hold. Among the 368 programs, 204 (55.4%) are unsafe.

For C tools, we randomly selected 1000 out of 9523 programs from SV-COMP 2018. For C programs, there are five different properties to check: concurrency safety, memory safety, overflow, reachability, termination. In our sample set, there are 335 programs for concurrency safety, 51 for memory safety, 65 for overflow, 485 for reachability, and 130 for termination. Among the 1000 programs, 517 (51.7%) are unsafe.

---

8SV-COMP 2019 data were not available when we started this research. The benchmark set for C is mostly the same between SV-COMP 2018 and 2019.

9Symbiotic is opted out the concurrency safety category in SV-COMP. Accordingly we did not run the tool for these tasks.
5.4.3 Ground-truth Datasets

Because it is infeasible to test the tools’ performance using all configurations, we use sample sets of the configurations to collect the ground-truth datasets. Existing research has shown that combinational testing using covering arrays results in representative sample sets with good coverage of the configuration space [112, 113]. We, therefore, create a 3-way covering array for each tool which is a list of configurations that include all 3-way combinations of configuration options [112]. The fifth column in Table 5.1 shows the number of configurations we used as a sample for generating ground truths of each tool. We run each configuration of a tool with a 60-second timeout on each benchmark program to create the ground-truth datasets. We used a shorter timeout than the competition due to the limited resources we have. Also, preliminary experiments with one tool, CBMC, showed that the distribution of correct, incorrect, and inconclusive analysis results did not change much with 300 seconds timeout and the tasks that complete usually get completed in the first minute. The sizes of the datasets range from 54,900 (Symbiotic) to 295,000 (CBMC) (last column in Table 5.1).

Figure 5.3 and Table 5.2 show the distribution of analysis results in each
Figure 5.3: Distribution of analysis results for each sample configuration
dataset. Each stacked bar in Figure 5.3 corresponds to the number of verification correct, incorrect, or incomplete analysis results with a configuration. More, the configurations are ordered by the number of verification tasks they completed with the correct result. Note that, there are many inconclusive verification runs (patterned grey bars) for all tools. Respectively, 58%, 67%, 66%, and 62% of the verification runs are inconclusive for CBMC, Symbiotic, JayHorn, and JBMC (third column of Table 5.2). Maybe surprisingly, incorrect results (orange bars) are common in these verification tools too. Respectively, 33%, 11%, 14%, and 37% of the verification runs are incorrect for CBMC, Symbiotic, JayHorn, and JBMC (sixth and seventh columns of Table 5.2).

In Figure 5.3, we observe large variances in the behaviors of different configurations. CBMC, JayHorn, and JBMC all have a number of configurations that do not produce any conclusive results, while there exist some configurations in each tool that can produce a few hundred correct results. The Symbiotic results have lower variance compared to the others, but its most effective configuration (right-most bar in the Symbiotic plot in Figure 5.3) still produces 136 more correct results than the least effective one. Considering precision, CBMC, JayHorn, and JBMC also have configurations that produce conclusive results for almost all the programs at the cost of many incorrect results, demonstrating significant soundness and performance tradeoffs that configuration options of these tools control.

Figure 5.3 also shows the comp-default configuration results of each tool as the thicker bar with an arrow pointing to it. We observe that all the comp-default configurations lead to few incorrect results, while the comp-default of CBMC, Sym-
biotic, and JayHorn do not lead to the largest number of correct results. Specifically, only 1, 2, 2, and 0 incorrect results but 573, 446, 180, and 37 inconclusive results were produced by the comp-default configurations of CBMC, Symbiotic, JayHorn, and JBMC, respectively. This result shows that even though the comp-default configurations have been manually tuned to reduce the number of incorrect results, there still is room for big improvements for correctly verifying more programs.

5.5 Evaluation

5.5.1 Experimental Setup

Research Questions: We experiment with two use-case scenarios. The first scenario is when a non-expert user does not know a reliable default configuration with which to start. To simulate this scenario, we start our search with a random configuration (with replications). We compare our search results with each tool’s comp-default results. Recall that the comp-default of each tool was manually tuned by program analysis experts for the verification tasks; therefore, this experiment answers the following research question:

• RQ1: How close can auto-tune get to the expert knowledge starting from random configurations?

The second scenario is when there is a reliable default configuration provided to the user. Although often precise, the default configuration may not be conclusive on many verification tasks. To simulate this scenario, we start our search with
each tool’s comp-default only when the configuration is inconclusive. We evaluate auto-tune’s results using the scoring schema from the SV-COMP [101]. This experiment answers the following research question:

- **RQ2**: Can auto-tune improve on top of expert knowledge?

Next, we conduct an in-depth investigation to explore how our approach performs using the different neighbor generation strategies described in Section 5.2.3 and the different machine learning approaches described in Section 5.2.2 to answer the following research questions:

- **RQ3**: How do different neighbor generation strategies affect auto-tune’s performance?

- **RQ4**: How do different machine learning techniques (i.e., classification and regression) affect auto-tune’s performance?

**Numerical Value Mapping for Analysis Results**: For the regression approach, we map the analysis results to the following numeric values; true negative:0, true positive:1, inconclusive:50, false positive:99, and false negative:100. This mapping will also enable us to compare the training performance of both approaches (Section 5.5.5).

**Metrics**: We used three metrics in our evaluation: (i) the number of correct analysis results, (ii) precision as the percentage of correct results among all conclusive results), and (iii) the SV-COMP score.
Cross-validation: We perform 5-fold cross-validation by splitting the benchmark programs into five sets and using four sets for training and one set for testing, rotating the testing set so that each set is used for testing once.

Threshold: We experimented with five threshold values: $\theta = \{0.1, 0.2, 0.3, 0.4, 0.5\}$ for classification and $\theta = \{5, 10, 15, 20, 40\}$ for regression.

Environment: All of our experiments were conducted on two servers. One server has 24 Intel Xeon Silver 4116 CPUs @ 2.10GHz and 144GiB RAM, and the other has 48 Intel Xeon Silver 4116 CPUs @ 2.10GHz and 192GiB RAM. Both servers run Ubuntu 16.04 LTS.

Search Runs: In total, we run auto-tune for 72030 verification tasks; that is, 3 neighbor generation strategies $\times$ 2 machine learning techniques $\times$ 5 threshold values $\times$ a total of 2401 programs (1000 and 665 C programs for CBMC and Symbiotic, respectively, 368 programs for JayHorn and JBMC).

5.5.2 RQ1: How close can auto-tune get to the expert knowledge?

Table 5.3 compares the auto-tune results for the first use-case scenario with comp-default results. In this scenario, the search starts with a random configuration, which can potentially have very bad performance (see Figure 5.3). Recall that we presented multiple auto-tune settings for neighbor generation and predictive model training that may present precision, soundness, and performance tradeoffs. Here we analyze results and make observations about two settings: S1: base-classification
### Table 5.3: The number of correct and incorrect results and the computed precision for two auto-tune settings, named as S1 and S2, with base neighbor generation strategy and classification model, $\theta = 0.1$ for S1, and $\theta = 0.4$ for S2.

<table>
<thead>
<tr>
<th>Tool</th>
<th># of correct</th>
<th># of incorrect</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>comp-default</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CBMC</td>
<td>426</td>
<td>1</td>
<td>99.76</td>
</tr>
<tr>
<td>Symbiotic</td>
<td>217</td>
<td>2</td>
<td>99.08</td>
</tr>
<tr>
<td>JayHorn</td>
<td>176</td>
<td>2</td>
<td>98.86</td>
</tr>
<tr>
<td>JBMC</td>
<td>331</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td><strong>auto-tune:S1</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CBMC</td>
<td>427</td>
<td>29</td>
<td>93.75</td>
</tr>
<tr>
<td>Symbiotic</td>
<td>256</td>
<td>6</td>
<td>97.70</td>
</tr>
<tr>
<td>JayHorn</td>
<td>276</td>
<td>23</td>
<td>92.30</td>
</tr>
<tr>
<td>JBMC</td>
<td>264</td>
<td>34</td>
<td>88.59</td>
</tr>
<tr>
<td><strong>auto-tune:S2</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CBMC</td>
<td>742</td>
<td>227</td>
<td>76.57</td>
</tr>
<tr>
<td>Symbiotic</td>
<td>248</td>
<td>9</td>
<td>96.49</td>
</tr>
<tr>
<td>JayHorn</td>
<td>290</td>
<td>43</td>
<td>87.08</td>
</tr>
<tr>
<td>JBMC</td>
<td>292</td>
<td>42</td>
<td>87.42</td>
</tr>
</tbody>
</table>

First, we observe that **auto-tune:S1** can produce comparable number of correct results as **comp-default** with high precision. For **CBMC**, **auto-tune:S1** and **comp-default** produce the same number of correct results while **auto-tune:S1** has 28 more incorrect results, i.e., 94% precision. For **Symbiotic**, **auto-tune:S1** produced 49 more correct results than its **comp-default** configuration while still maintaining a good precision of 98%. Similarly for **JayHorn**, **auto-tune:S1** produced 103 more correct results with 92% precision. For **JBMC**, however, **auto-tune:S1** produced 67 fewer correct results than its **comp-default** with a precision of 89%.

Second, we find that **auto-tune:S2** can produce more correct results than **comp-default** at the cost of some precision loss for the three of the subject tools. **CBMC**, **Symbiotic**, and **JayHorn** all outperform **comp-default** in terms of the num-

---

Footnote: Figures 5.4 and 5.5 present the results for all experiments.
ber of correct results with 316, 38, and 114 additions; 76.57%, 96.49%, and 87.42% precisions respectively.

We acknowledge that JBM C comp-default, as the first place winner of SV-COMP’19, already has good performance with only 37 inconclusive results and no incorrect results. Figure 5.3 shows that, in contrast to the other tools, JBM C comp-default is actually the best performing configuration among the ones we used in our experiments.

Finally, we show that auto-tune significantly outperforms the median results of configurations in the datasets. auto-tune:S1 outperforms the dataset median by 153, 61, 176, and 194 more correct results for CBMC, Symbiotic JayHorn, and JBM C, respectively. The dataset median precision for these tools is 70.54, 94.76, 92.25, and 47.64 (respectively). auto-tune:S1 also outperforms these median values with 93.75%, 97.70%, 92.30%, and 88.59% precision. This result suggests that auto-tune can potentially improve over many configurations in the configuration space.

Overall, we believe auto-tune can significantly improve the analysis outcomes over many initial configurations, producing similar or more correct results than comp-default at the cost of some precision.

5.5.3 RQ2: Can auto-tune improve on top of expert knowledge?

Figures 5.4 and 5.5 show the number of completed tasks (y-axis) for varying threshold θ values (x-axis), for the second use-case scenario; i.e., the search runs
Figure 5.4: auto-tune improvements with classification models as the number of conclusive analysis tasks for varying threshold values. The search runs only-if comp-default can not complete. Each stacked bar shows the distribution of results for each neighbor generation strategy. The number on top of each bar is difference between auto-tune’s score and the comp-default configuration score. only-if comp-default can not complete. These figures include the results of all the auto-tune settings we experimented for comparison. Each stacked bar shows the auto-tune results for a specific setting and tool. The blue and orange portions represent the correct and incorrect results, respectively. The numbers on top of the bars represent the difference between the score auto-tune would have achieved and the scores that the tools achieved in the competition (we compare to the scores from the SV-COMP from which we obtained the respective benchmarks, i.e., SV-COMP’18 for CBMC and Symbiotic and SV-COMP’19 for JBMC and JayHorn). For example, the leftmost bar in the bottom leftmost of Figures 5.4 is for JBMC and
Figure 5.5: auto-tune improvements with regression models.

auto-tune:base-classification with $\theta = 0.1$. This run has 12 correct results, and 8 incorrect results leading to 107 points decrease in SV-COMP’19 score over comp-default.

For three out of four verification tools, i.e., Symbiotic, JayHorn, and JBMC, auto-tune led to improvements in the competition score in some settings with no additional incorrect results. The competition is scored as follows: 2 points for verification of a safe program (i.e., a true negative or TN), 1 point for finding a bug in an unsafe program (i.e., a true positive or TP), 0 points for an inconclusive analysis run (i.e., unknown or UNK), -16 points for finding a non-existing bug in a safe program (i.e., false positive or FP), and -32 for verification of an unsafe program (i.e., false negative or FN).
auto-tune improves upon the scores in all Symbiotic runs from SV-COMP with a maximum improvement of 79 points, in one JayHorn run with an improvement of 3 points, and in ten JBMC runs with a maximum improvement of 8 points. Recall that all of these improvements are significant as they improve on top of already expert-tuned configurations. Specifically, auto-tune results on JBMC mean that we can improve upon the first place winner of SV-COMP’19, which can already produce correct results on 90% of the programs. For CBMC, however, there was no auto-tune run with a score improvement due to the big penalty for incorrect results.

We also observe that auto-tune increases the number of correct results in all runs (with the exception of the greedy-regression setting for Symbiotic). This, however, does not mean improved competition score as auto-tune pays the large penalty for the incorrect results in general. Last, all auto-tune settings that do not improve the competition score have lower precision compared to their performance in the first use-case scenario (RQ2) –including S1 and S2. This result suggests that the tasks that comp-default configurations could not complete are harder to analyze, and the verification tools are less likely to produce correct results for them.

5.5.4 RQ3: How do different neighbor generation strategies affect auto-tune’s performance?

We use Figures 5.4 and 5.5 to investigate how the neighbor generation strategies affect auto-tune’s performance. On the overall, the conservative strategy leads
to more precise analysis runs with fewer conclusive results, while the base strategy leads to a higher number of conclusive results at the expense of lowered precision. We now present observations about each of the individual strategies.

**Base:** Although the numbers of correct results are consistently high using the base strategy, the precision is dependent on the tools. This is mostly due to the nature of the configuration options that the tools have; i.e., some tools’ configurations are more likely to lead to incorrect results than others (Figure 5.3). For CBMC, JayHorn, and JBMC, all base runs had incorrect results, causing no improvement. For Symbiotic, however, there were very few incorrect results that the score improvement stayed positive.

**Conservative:** We observe that the runs using the conservative strategy achieve high precision but produce fewer conclusive results compared to the base strategy. All conservative runs achieve 100% precision (regression only) for Symbiotic and an average of 94% precision for other tools. For JBMC, the conservative strategy led to fewer conclusive results when combined with the classification approach (discussed in Section 5.5.5).

**Greedy:** In greedy runs, we observe that the behavior varies. The results are similar to the base for CBMC and JayHorn, while they are similar to conservative for JBMC. This is attributable to the options we decide to forbid (or allow) using the screening study findings. CBMC and JayHorn each have two option values forbidden with the greedy strategy; therefore, the results are closer to base. While
for *JBMC*, the forbidden option value set of *greedy* is similar to that of *conservative*.

To further investigate how these strategies affect our search algorithm, Table 5.4 shows the median number (and SIQR, in smaller font) of configurations generated $c'$, accepted $c$, determined to be the best so far $c^*$, and used to run the analysis tool (line 19 of Algorithm 2) only for the conclusive regression runs to better isolate the effect of the strategies. When *auto-tune* cannot find a configuration that leads to a conclusive result, it generates 115,124 configurations (always the same), accepts 57,537 of them, but none of them gets used to run the analysis tool (median). As a general trend, we observe that the search completes very quickly. The median number of configurations generated across all search runs is 16. The overall acceptance rate is 88%, and there is only one analysis run (last column) per *auto-tune* run. These results suggest that 1) all neighbor generation strategies could generate a new configuration that is potentially superior to the current, and 2) *auto-tune* can quickly locate a configuration that leads to a conclusive analysis result.

Last, we observe no trends in the number of configurations generated, excepted, and run with each neighbor generation strategy that apply for all tools. Therefore, we conclude by saying that the effect of the neighbor generation strategy depends on the behavior of the configuration options the analysis tools have.
<table>
<thead>
<tr>
<th>Tool</th>
<th>Neighbor strategy</th>
<th># of configurations</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>generated</td>
<td>accepted</td>
<td>best</td>
</tr>
<tr>
<td>CBMC</td>
<td>base</td>
<td>25 28</td>
<td>21 21</td>
<td>3  2</td>
</tr>
<tr>
<td></td>
<td>greedy</td>
<td>28 28</td>
<td>23 22</td>
<td>3  2</td>
</tr>
<tr>
<td></td>
<td>conservative</td>
<td>18 25</td>
<td>15 20</td>
<td>2  1</td>
</tr>
<tr>
<td>Symbiotic</td>
<td>base</td>
<td>13 12</td>
<td>12 10</td>
<td>1  0</td>
</tr>
<tr>
<td></td>
<td>greedy</td>
<td>9  3</td>
<td>9  3</td>
<td>1  0</td>
</tr>
<tr>
<td></td>
<td>conservative</td>
<td>13 9</td>
<td>13 9</td>
<td>1  0</td>
</tr>
<tr>
<td>JayHorn</td>
<td>base</td>
<td>8  10</td>
<td>7  8</td>
<td>1  0</td>
</tr>
<tr>
<td></td>
<td>greedy</td>
<td>7  7</td>
<td>6  5</td>
<td>1  0</td>
</tr>
<tr>
<td></td>
<td>conservative</td>
<td>14 18</td>
<td>12 15</td>
<td>1  0</td>
</tr>
<tr>
<td>JBMC</td>
<td>base</td>
<td>90 109</td>
<td>79 95</td>
<td>1  0</td>
</tr>
<tr>
<td></td>
<td>greedy</td>
<td>100 152</td>
<td>88 132</td>
<td>1  0</td>
</tr>
<tr>
<td></td>
<td>conservative</td>
<td>72 83</td>
<td>64 70</td>
<td>1  0</td>
</tr>
</tbody>
</table>

Table 5.4: The number of configurations generated ($c'$), accepted ($c$), improved the best so far ($c^*$), and used for running tool.

<table>
<thead>
<tr>
<th>Tool</th>
<th>Classification inaccuracy(%)</th>
<th>Regression mean abs. error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>fitness</td>
<td>filter</td>
</tr>
<tr>
<td>CBMC</td>
<td>11.95 0.99</td>
<td>18.11 0.17</td>
</tr>
<tr>
<td>Symbiotic</td>
<td>23.39 2.42</td>
<td>21.09 4.60</td>
</tr>
<tr>
<td>JayHorn</td>
<td>24.15 1.48</td>
<td>32.47 1.35</td>
</tr>
<tr>
<td>JBMC</td>
<td>18.51 1.00</td>
<td>32.97 2.74</td>
</tr>
</tbody>
</table>

Table 5.5: Training performance.

5.5.5 RQ4: How do different machine learning techniques (i.e., classification and regression) affect auto-tune’s performance?

Now, we discuss how the two different machine learning techniques compare using Figures 5.4 and 5.5. We observed that, overall, classification runs led to more complete results but with less precision compared to the regression runs, while many of the improvements we discussed in RQ2 are achieved with regression.

To better understand these results, Table 5.5 shows the inaccuracy of classifica-
tion and the mean absolute error of regression training, using the median and SIQR values (in smaller font) for 25 training runs (5-fold cross-validation \( \times 5 \) random seeds). First, we see that for CBMC, JayHorn, and JBMC runs, fitness function training has better performance than filter training. Since the fitness function model \( M \) is trained on the entire ground truth dataset, while the filter \( F \) is trained only on the conclusive parts of the dataset, these results suggest that the extra data available in the fitness function training have additional learnable patterns compared to the conclusive subset for these tools. For Symbiotic, however, the trend is reversed. The filter training has better performance than fitness function, suggesting that the fitness function model was unable to learn any additional patterns in the conclusive part of the datasets.

Last, although we cannot precisely compare the training performance of regression and classification, we observe that for three tools, Symbiotic, JayHorn, and JBMC, the regression error is significantly lower than the inaccuracy of classification.

5.5.6 Threats to Validity

There are several threats to the validity of our study. First, the benchmarks may not be representative of the programs that naturally occur. They, however, provide good coverage of program verifications scenarios by exercising a lot of intricate code patterns. Also, they have been used in the annual SV-COMP for many years to assess the performance of 30+ program verification tools.

Another threat about the size of the datasets. Our ground-truth datasets
consist of 55K to 295K data points, which may not be large enough to cover many potential interactions between analysis options and program features. We plan to address this threat by incorporating more benchmark programs into our dataset in future work.

Next, we applied auto-tune only to four program verification tools for verifying two programming languages. In the future work chapter we will discuss some potential directions to create more ground-truth datasets cover more programming languages. The tools we studied, however, are good representative of the state-of-the-art in the research field implementing fundamental program analysis and verification techniques. CBMC and JBMC implement bounded model-checking technique for C and Java programs, respectively. JayHorn also implements a model-checking technique using Horn clauses for Java programs. Symbiotic implements symbolic execution\textsuperscript{11}.
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Chapter 6: Related Work

In this chapter, we discuss work related to the approaches we described in Chapters 3, 4, and 5. First, we discuss research that uses machine learning to classify false positive static analysis reports. Then, we discuss the broader application of machine learning techniques, specifically, natural language processing (NLP), to the source code to solve a variety of software engineering problems.

6.1 Related Work for Automatic False Positive Classification

Z-ranking by Kremenek and Engler [7] is one of the earliest approaches addressing false positive static analysis reports. The z-ranking technique ranks analysis reports, using the frequency counts of successful and failed checks. The observations underlying the design of the approach are that; bugs are rare, and bad analysis decisions can lead to explosions of spurious false positive bug reports. Therefore, false positive bug reports are likely to refer to more failed checks than successful ones. Although this work provides interesting insights, it requires altering a static analysis tool to gather the successful and failed checks. Furthermore, the successful and failed checks are not well defined for all static analysis algorithms and problems.

More recent work aims to filter false positive analysis reports using machine
learning based on hand-engineered features [45, 46, 9, 10]. Yuksel and Sozer used ten features, extracted from bug reports and analyzed programs, to classify static analysis alerts for C++ programs [9]. They experiment with 34 different machine learning algorithms and report 86% accuracy in classification. Tripp et al. similarly identify 14 features for false positive XSS reports generated for JavaScript programs. They report significant improvements in precision of the static analysis using the classifiers as a post-analysis filter [10]. In our empirical assessment (Chapter 4), we evaluated this approach by adopting these 14 features for Java programs, attempting to hew closely to the type of features used in the original work. Our approach differs from these work in that, we do not manually extract features. Instead, we use sophisticated machine learning techniques that can automatically capture important signals in programs.

In a more recent study, Raghothaman et al. introduce a user-guided Bayesian inference approach to filter false positive reports from deductive rule-based static analysis algorithms [114]. We did not include this work in our evaluation because it works on a per-program basis, requires user input, and is designed for certain static analysis techniques.

To the best of our knowledge, there are no prior empirical studies of machine learning approaches for false positive static analysis report classification. Furthermore, none of the existing work in this line of research has studied our second application scenario, which focuses on demonstrating the generalizability of the machine learning models. Next, we discuss the broader application of natural language processing techniques to software engineering problems.
6.2 Natural Language Processing (NLP) Techniques Applied to Code

NLP techniques achieved a great level of success for the tasks involving daily life language because it is repetitive and predictable. Hindle et al. [115] used NLP techniques on source code, arguing that source code written by human developers is similarly repetitive and predictable as well. Therefore, NLP techniques can potentially be very successful in learning properties from code. Expanding on this work, multiple researchers have successfully applied NLP techniques to programs to tackle a wide range of software engineering problems such as clone detection [116], API mining [117, 118], variable naming and renaming [119, 120], code suggestion and completion [121, 122, 123], bug detection [75].

Nguyen et al. [122] introduce a new statistical semantic language modeling for source code to handle some development tasks like code suggestion and completion. Tu et al. [121] add a cache component into the n-gram model to exploit local properties in the code. Raychev et al. [123] use n-gram and neural network language models for code completion for API calls. Allamanis et al. [120] propose a new neural network-based model with word embeddings to suggest meaningful method and class names for Java code. In another related work, Allamanis et al. [124] use a deep convolutional neural network for source code summarization (a sort natural language summary for a method/function). Fowkes et al. [118] learn API usage patterns using probabilistic modeling. Gu et al. [125] solve the same problem using a deep recurrent neural network. White et al. [116] use recurrent neural networks (i.e., like our work) to detect code clones.
Above, we listed some sample work that demonstrated the successful application of NLP techniques for source code processing to solve software engineering problems. This list, however, is not meant to be comprehensive. For more comprehensive coverage of the literature, we refer the readers to the recent survey of such research efforts by Allamanis et al. [126]. Note that none of the mentioned work solves the false error report classification problem.

6.3 Selection and Ranking of Static Analyses

Next, we discuss the related work for the auto-tune approach. To the best of our knowledge, ours is the first work to use machine learning to select a good configuration of a tool that is likely to lead to the desired analysis result for a given verification task. However, we find two lines of research closely related to our approach: (i) selection and ranking of static analyses; (ii) adaptive static analysis techniques.

The applications most relevant to our work are the papers that select strategies within a static analysis tool [100, 127], and those that rank static analysis tools based on their likelihood of producing the desirable analysis result for a given task [30, 31, 128]. Beyer and Dangl presented a feature-based approach to select from three manually-defined verification strategies for CPAchecker [129, 100]. A strategy is a sequence of verifiers defined within CPAchecker. Their approach uses four boolean program features to define the selection heuristic. Richter and Wehrheim presented PeSCO, an approach that uses a machine learning model to predict the
best ordering of five CPAchecker strategies [127]. Although these two studies are addressing a related problem, our approach differs from them in two aspects. First, our meta-heuristic search algorithm leverages machine learning models that are applicable to different static analysis tools. Second, the large configuration space of static analysis tools presents a challenge that drives us to design an efficient search-based algorithm.

Tulsian et al. presented Mux to select the optimal verification tools to run on Windows device drivers [30]. Their learning-based approach trains Support Vector Machine (SVM) and regression models on a verification repository to generate an algorithm selector. Then Mux extracts features from the device driver to be verified and uses an algorithm selector that predicts the optimal tool to run on it. The focus of the prediction is running time. In our work, we focus on the large configuration space of static analysis tools and predict the configuration that is likely to lead to conclusive and correct results.

Czech et al. presented a method to predict the rankings of SV-COMP tools using a machine learning approach [31]. They use kernel methods to predict rankings based on a graph representation of verification tasks. Similarly, Demyanova et al. presented a feature-based machine learning method to construct a portfolio solver [128]. The portfolio solver uses heuristic preprocessing to select one of the existing tools and demonstrates that their approach would hypothetically win both SV-COMP 2014 and 2015. The above approaches focus on selecting from a list of available tools, while our research complements these work by considering the configurability of each static analysis tool.
6.4 Adaptive Sensitivity Static Analysis

Several recent research studies have focused on predicting sensitivity of an analysis algorithm to be selectively applied on the target program. Context-sensitivity is the mostly studied analysis option [21, 22, 24, 25]. Very simply, context-sensitivity is about how to analyze each method in a program. Analyzing the method only once, independent of the context it is called with would be context-insensitive but fast, while analyzing a method separately for each context it is called with would be context-sensitive but very expensive.

Jeong et al. presented an approach to automatically determine which parts of a program to apply context-sensitivity [24]. They hand-engineered low-level, easy-to-obtain features in Java methods and statements. They then developed a learning model that synthesized high-level features by combining low-level features with boolean formulae, and then returned a parameterized heuristic function that indicates the level of context-sensitivity necessary for each method. Similarly, Li et al. presented SCALER, a scalable pointer analysis framework with self-tuning context-sensitivity [22]. SCALER allows the user to specify a maximum size of the points-to information generated, and then performs the most precise analysis within that memory bound. It achieves this by running an inexpensive pre-analysis that extracts information sufficient to make an estimate of how expensive various context-sensitivities would be on different program methods. SCALER then selects a context-sensitivity level such that a precise analysis is yielded while still falling within the specified memory bound. Li et al. also presented a method to automatically intro-
duce context-sensitivity as needed on parts of programs into an otherwise context-insensitive analysis [25]. The authors manually identified three value-flow patterns, then constructed Zipper, which recognizes these patterns in Java code and guides analysis by identifying methods that would benefit from context-sensitivity. Wei and Ryder presented an adaptive context-sensitive analysis for JavaScript [21]. They extracted eight features of JavaScript functions from the points-to graph and call graph and then developed learning-based heuristics informing how those eight features should affect the choice of context-sensitivity. Their adaptive analysis then uses these heuristics and the extracted features to choose a context-sensitive analysis for each function. Other analysis options, such as flow-sensitivity, have also been used to develop selective static analysis (e.g., [23]). Our work similarly studies the relationship between program features and analysis algorithms to achieve a good balance between performance, precision, and soundness. But we consider a wide range of configuration options, while all the work mentioned above focuses on certain analysis algorithms and configuration options. In addition, instead of developing a selective analysis, our approach aims to help the users of existing static analysis tools by automatically configuring the tools.

Another research area combining machine learning and program analysis is using machine learning to learn a static analysis. Oh, Yang, and Yi presented a strategy for using Bayesian optimization to learn the parts of a program to which one should apply precision-improving techniques when performing static analysis [23]. Their approach extracts features from variables in the program to determine which of those variables would benefit the most from higher-precision analyses and
then applies those analyses to some number of those features.

Smaragdakis et al. observed that unsoundness is necessary in order to scale static analyses [20]. Heo, Oh, and Yi observed that this unsoundness is uniform in modern bug-detecting static analyses, causing a high number of false alarms. They presented a method to use machine learning to selectively make a static analysis unsound over certain loops in a program [130]. They trained classifiers to identify harmless loops (i.e., loops that, when analyzed unsoundly, reduce false positives and introduce no false negatives) in the programs under analysis. The classifier then identifies harmless loops in programs, which the analyzer unrolls once and replaces with an if-statement. Instead of modifying an existing static analysis algorithm or designing new analysis algorithms, our approaches focus on improving the usability of existing static analysis tools.
Chapter 7: Conclusion

In this dissertation, we presented machine learning-based approaches to address two critical usability issues that static analysis tools face: false positive results and proper tool configuration.

False positive reports are one of the major reasons developers give for not using them in their software development practice [1]. To address this issue, we presented a learning approach to find program structures that cause the state-of-the-art static analysis tools to emit false error reports, and to filter out such false error reports with a classifier trained on the code (Chapter 3) [71]. In particular, we designed and developed two machine learning models: a Bayesian inference-based model and an LSTM model; and two code reduction techniques: method body and backward slice.

To evaluate the effectiveness of the approach, we conducted a case study of a widely-used static analysis tool for Java web security checks, i.e., FindSecBugs. In the case study, we discovered interesting signals involving Java collection objects with the Naive Bayes model. Investigating these signals, we found that FindSecBugs cannot successfully reason about very simple usage scenarios of Java collection objects like HashMap and ArrayList. FindSecBugs likely considers the entire data
collection as tainted if there are any tainted objects put into the collection. This over-approximation results in many false positive reports, which can be avoided if static analysis developers improve their analysis of collection classes in the future. With the LSTM model, we achieved 89.6% and 85% accuracy in classification for the method body and the backward slice datasets, respectively. In fact, using the LSTM model trained on the backward slice dataset as a false positive result filter, we removed 81% of the false positives from the developers’ view, while only mistakenly removing 2.7% of real bug reports, which improved the tool’s overall precision from 49.6% to 90.5%.

Furthermore, we analyzed the output LSTM produced for the tokens of two input programs. With this analysis, we (i) showed that long-term dependencies exist in the data, (ii) demonstrated LSTMs’ capability of inferring the context in which the tokens appear, and (iii) showed how LSTMs output values agree with the findings of Naive Bayes model.

We believed the results of this case study suggested that the approach was promising. Therefore, we extended the approach and the empirical evaluations in several ways (Chapter 4) [18]. We presented the first empirical study that evaluates four families of machine learning approaches, i.e., HEF, BoW, LSTM, and GGNN, for classifying static analysis reports to filter false positives from true positives. Moreover, we introduced new code transformation routines for preparing programs as inputs to these machine learning approaches.

We used three datasets in our experiments. The first dataset is built from the OWASP benchmark using the SQL injection vulnerabilities only (the same dataset
we used in the case study in Section 3.3). The other two datasets are built from the real-world benchmark programs we collected for this study. To create these datasets, we manually reviewed 400 analysis reports to label them as true or false positive. In this manual review process, we made two critical observations about the scenarios in which false positives occur. These observations suggest that it is crucial to create more real-world benchmarks to assess static analysis tools and machine learning-based approaches like ours.

We compared 13 machine learning approaches from four families using the OWASP and real-world datasets under two application scenarios. The results of our experiments suggest that the LSTM approach generally achieves better accuracy. We also observed that, across all approaches, the second application scenario in which the training is done with one set of programs, and the models are tested on other programs is more challenging. It requires learning the symptoms of true/false positive reports that hold across programs. All of the learning approaches performed significantly lower in this application scenario compared to the first application scenario in which training and test samples coming from the same programs. Particularly in this application scenario, we observed that more detailed data preparation with abstraction and word extraction leads to significant increases in accuracy while not causing any significant drops in the first application scenario. LSTM, the best performing model, achieved slightly above 80% accuracy in classification with very precise data preparation in this application scenario. We also showed that there could be a higher variance in recall and precision than in accuracy. We conjecture this is because the recall and precision are not directly related to the loss function.
being optimized in training.

Overall, the results of our empirical evaluations suggest that we can effectively distinguish and filter out a majority of false positive bug reports without drastically affecting the number of true bug reports.

Next, we addressed the configurability challenge of static analysis tools (Chapter 5). We presented auto-tune, a meta-heuristic search approach to automatically configure static analysis tools. This approach is novel in that it uses machine learning models both as fitness functions to explore large configuration spaces and as filters to avoid selecting expensive analysis runs that will likely produce false results. Note that these filters are very much like the false positive classification models we learned in Chapters 3 and 4. There are two key differences, however; (i) in addition to the program representations, they also learn about the tool configurations and (ii) instead of just a classification result, they output a continues numeric score.

We applied auto-tune to four popular verification tools: CBMC and Symbiotic for C programs; JayHorn and JBMC Java programs, and evaluated its performance compared to how these tools did in the software verification competition SV-COMP in two scenarios. In the first scenario, starting the search with a random configuration, we examined how close auto-tune’s performance can get to the expert knowledge by taking the competition configurations of these subject tools, i.e., comp-default, as the reference point for the expert knowledge. We found that auto-tune was able to select configurations comparable to comp-default. For three out of the four subjects, auto-tune could increase the number of correct analysis results with a reasonably small loss in precision. The other subject, JBMC, had
already completed 94% tasks correctly, which is a very high percentage.

In the second scenario, we run the search only if the `comp-default` configuration fails to produce a conclusive analysis result. In this case, `auto-tune` could increase the number of correct analysis results for all subjects. For three subjects, these improvements also translated into SV-COMP score improvements in some settings of `auto-tune`. For one subject, `CBMC`, however, there was no `auto-tune` run with SC-COMP score improvement due to the substantial penalty for the few false results `auto-tune` generated.

We further investigated the impact of two design choices of the `auto-tune` approach: neighbor generation strategy, and machine learning model (for varying threshold values). For neighbor generation, we observe that the `conservative` strategy leads to more precise analysis runs with fewer conclusive results, while the `base` strategy leads to a higher number of conclusive results at the expense of drops in precision. For the machine learning models, the classification runs led to more complete results but with less precision compared to the regression runs, while many of the improvements we discussed in RQ2 are achieved with regression. Overall, the results of the empirical evaluations suggest that the `auto-tune` approach can improve the performance of program verification tools by automatically configuring them for given verification tasks.

We believe that the approaches we proposed, developed, and empirically evaluated will help software developers to incorporate static tools into their development practice, i.e., improving the adoption of the verification tools. Furthermore, the insights we gathered through dataset creation and empirical evaluations will also help
static analysis developers to enhance the performance of their tools.
Chapter 8: Future Work

In the chapter we discuss potential directions for future work to extend the approaches we presented. We start with false positive detection.

8.1 Future Work for False Positive Detection

The major limitation for extending the research in this direction is the availability of ground-truth datasets. The research community needs, but currently lacks, an extensive repository of real-word datasets to enable new research into machine learning-based approaches to program analysis and understanding. We created an example dataset of this kind and used it in our systematic assessment study [18]. The results of this study and further observations we made underlined the significance of having real-world examples. However, this dataset was a somewhat ad-hoc attempt, and no individual effort will be sufficient to create such a repository datasets at scale. The research community needs to pay attention to this shortcoming.

An exciting research direction to create such datasets is to study crowdsourcing techniques. Crowdsourcing has already been well-studied and used for many software engineering problems [131]. There are vast online communities formed
around crowdsourcing platforms like Topcoder\(^1\) and bugcrowd\(^2\). Similar platforms can be promising for creating these datasets.

Once the datasets are created, further machine learning studies can be done. For instance, we believe recursive neural networks \([132]\) can be useful for learning on abstract syntax tree (AST) representation of the code. Also, although we experimented with GNNs, their complexity might require learning with larger datasets for tuning the hyper-parameters effectively. Therefore, further investigation of GNNs with more data is necessary.

Moreover, as we discussed in Chapter 2, different machine learning algorithms have different biases and therefore their performance can be dependent on the nature of data. Another potential direction is to explore these biases and the nature of the data for combining different machine learning approaches with a voting scheme.

Last, the approaches we presented can be extended to become a semi-supervised incremental online service that static analysis developers and users can use to improve the tools quality, performance, and thereby practicality.

8.2 Future Work for auto-tune

The availability of real-world datasets is a limitation also for this work. Other than crowdsourcing direction, program analysis competitions like SV-COMP \([101]\) present an excellent opportunity to extend the datasets to cover more kinds of software bugs and programming languages.

\(^1\)https://www.topcoder.com
\(^2\)https://www.bugcrowd.com
With the availability of more datasets, we think of two potential directions to extend the auto-tune approach. The first direction involves designing and developing more sophisticated machine learning architectures that can learn more structural information from programs’ code, along with the configuration options of the analysis tools. The second direction involves integrating more search algorithms into auto-tune, such as A* search, genetic algorithms, and tabu search [133], to see whether the configuration space can be explored more efficiently and effectively. To adopt simulated annealing, we incorporated two machine learning models both as fitness functions and false result filters. Other search algorithms might, however, require designing other machine learning-based components.
Appendix A: Program Analysis Techniques

This appendix provides brief background information on the program analysis techniques implemented or used the static analysis tools we have studied in Chapters 3, 4, and 5.

A.1 Taint Analysis

```java
1 public class MyServlet extends HttpServlet {
2     public void doPost(HttpServletRequest request){
3         String param = "";
4         Enumeration<String> headers = request.getHeaders("OFFSET");
5         if (headers.hasMoreElements()) {
6             param = headers.nextElement(); // tainted data
7         }
8         String sql = "SELECT id, name FROM products ORDER BY name
9                      LIMIT 20 OFFSET " + param;
10        Connection con = DatabaseHelper.getConnection();
11        con.prepareCall(sql).execute(); // security-critical
12            operation on database
13     } // end doPost
14 } /* end class*/
```

Figure A.1: An example code vulnerable for SQL injection.

Taint analysis can be seen as a form of information flow analysis. Information flow can happen with any operation (or series of operations) that uses the value of an object to derive a value for another. In this flow, if the source of the flow is
untrustworthy, we call the value coming from that source “tainted”. Taint analysis aims at tracking the propagation of such tainted values in a program.

A highly popular application of this technique is to perform security checks against injection attacks. With taint analysis, static analysis tools can check if tainted values can reach to security-critical operations in a program. For example, running an SQL query on the database is usually a security-critical operation, and data received from untrustworthy resources should not be used to create SQL statements without proper sanitization. Consider the short program in Figure A.1. This program is vulnerable to SQL injection attacks. The tainted value received from an HTTP request object has been used to create an SQL statement that gets executed on the database (respectively, at lines 7, 10, and 12). FindSecBugs, the subject static analysis tool in Chapters 3 and 4, can effectively find such security vulnerabilities with taint analysis.

A.2 Model-checking

Model-checking [134] is a program analysis (a formal method more specifically) technique that uses finite-state models (FSM) of software programs to check the correctness properties for given specifications written in propositional temporal logic [135]. Model-checking tools exhaustively search the state space to find paths from start states to invalid states. If such paths exist, the tool can also provide a counter-example that shows how to reach to the invalid state.

However, model-checking tools face a combinatorial blow-up of the state space
as the programs get bigger. One common approach to address this issue is to bound the number of steps taken on the FSM. This approach is called bounded model-checking (BMC). CBMC [99] and JBMC [36] implement this approach to verify (or to find bugs in) C and Java programs.

JayHorn also implements model-checking for specification violations in Java programs. JayHorn generates constrained Horn clauses (CHC) [136] as verification conditions and passes them to a Horn engine that checks their satisfiability. CHCs are rule-like logic formulae specifying the pre-conditions on the parameters of methods, post-conditions on return values of methods, and list of variables in the scope for each program location.

A.3 Symbolic Execution

Symbolic execution is a technique for analyzing a program to determine what inputs cause each part of a program to execute. Symbiotic implements the symbolic execution technique to verify (or to find bugs in) C programs. Symbiotic interprets a given program by assuming symbolic values for inputs rather than obtaining concrete inputs as normal program execution would (like running a test case). Symbiotic computes expressions of the inputs in terms of those symbols for the expressions and variables in the program. These expressions are called path-conditions, and they denote the possible outcomes of each conditional branch in the program.


