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As we enter the age of big and messy data, visualizations have emerged as an integral part of data analysis and decision making. Visualizations serve as an extension to the analysts cognition, and the computer supports the human by managing large amounts of data, performing computationally difficult tasks, and providing relevant feedback to the human. As a result, analysts are now able to solve historically challenging problems in many areas including health, business and military.

Unfortunately, no two humans are the same, and a single human’s behavior may even change from time to time due to fatigue, emotional and situational changes. Despite the overwhelming evidence of the impact of individual differences, most systems are built using a one-size-fits-all approach. To better support the analysis, the computer must be able to adapt and adjust to its user, and intelligently tailor situationally appropriate information to the user in a timely manner. Such systems represent the next generation of user interfaces in which the user is not forced to adapt to the system’s interface and design, but is free to interact with the system in ways that are natural and in tune with her individual needs. This dissertation works toward creating such next generation visualization systems by exploring: (1) how individual differences such as personality affect the ways people use visualizations to solve problems, (2) how we can automatically detect these traits from a user’s interaction with visualization tools, and (3) how we can leverage users’ individual cognitive differences in a mixed-initiative system.
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Chapter 1

Introduction

We are all different. Our background, experience and culture all affect the way we think, behave and solve problems. Despite this fundamental truism, majority of our visualization tools are still being built with a one-size-fits-all approach. This traditional approach to visualization design has mainly focused on exploring how data is mapped to visual forms [9, 25, 108] and leveraging perceptual psychology to understand how people perceive these new designs [117, 156, 166, 167]. As a result, much like with many other user interfaces, visualization users are often forced to adapt their reasoning and analysis strategies to the tools’ design.

This approach to visualization design in fast becoming inadequate [172]. In recent years, visualizations have emerged as an integral part of data analysis and decision-making. Visualizations now serve as an extension to the analyst’s cognition. They are now being used to solve high-impact problems in many areas including health, business and military, and an analyst will typically interact one or more visualization to explore or reason about large and complex data. In order to support this process, it is ever important to know the user.

Realizing this, a new area of research has emerged in the Visualization community. Researchers have recently demonstrated how individual differences such as perceptual speed [3, 32, 30, 153, 154], spatial ability [24, 26, 90, 124, 162, 163, 175], experience [30, 39, 104] and personality [15, 59, 60, 122, 125, 174, 177] can significantly affect how users approach a problem and their ability to use visualization tools. Most importantly,
they highlight that there is no single visual design that suits every user. However, this research is still in its infancy and has primarily focused on correlating individual differences to users speed and accuracy when using visualization tools. While these do highlight differences between groups of users, they give us little insight into how or why groups of users differ. Many open questions remain. For instance, *Do user groups adapt different problem-solving strategies? How can we choose between existing tools? and How can we design new tools to better facilitate users’ needs?*

The work in this dissertation aims to answer these questions and explores how visualization tools can better support a user’s cognitive process. Knowledge of broad differences between user groups will guide the design for a specific tool and suggest customization options in a single system. This however is non-trivial as there has been mounting evidence that there is no single type of visualization user. Complicating this process further, a single user’s behavior may even change from time to time due to fatigue, emotional and situational changes.

To better support the user, the computer must then be able to detect and adjust to its user, and intelligently tailor situationally appropriate information to the user in a timely manner. Such user adaptive systems represent the next generation of user interfaces in which the user is not forced to adapt to the system’s interface and design, but is free to interact with the system in ways that are natural and in tune with her individual needs. Existing research suggests that it is possible to detect a visualization user. For instance, Gotz and Wen [58] showed that it is possible to infer a user’s intent from their interactions to provide visualizations that are better suited for the detected task. Dou et al. [39] showed that user’s strategies can be manually extracted with accuracies up to 80%. Work in this dissertation (Chapter 7) will show that it is possible to infer user attributes in real time.

Still, creating adaptive visualizations is an open challenge, and one important hurdle is deciding what to do once a users profile is detected. In general, there are two ways to think about adaptations: 1) the users profile is detected and the system performs real-time back-end adaptations, and 2) the users profile is detected and the system performs real-time front-end adaptations. In Chapter 8 we discuss a framework for designing personalized adaptive systems.
Altogether, the work presented in this dissertation aims to: (1) identify key individual differences that affect users performances with visualizations, (2) automatically detect individual differences by using machine learning techniques for user modeling, and (3) explore the viability of personalized adaptive visualization systems. Addressing these, I have conducted a series of interdisciplinary research projects that combine knowledge from various fields including: Information Visualization, Human-Computer Interaction, Machine Learning, Psychology and Health Decision Making. My research leverages the power of human computation to conduct large-scale analyses with the aim of solving current, real-world problems.

1.1 Outline

This dissertation is organized as follows:

- Chapter 2 reviews related work and sets the stage for the work presented in this dissertation. It includes an overview of prior work investigating the impact of individual differences on performance with visualization tools, as well as prior work on user modeling in the Visualization community.

- Chapter 3 provides empirical evidence for the importance of considering individual differences in a high impact real-world application domain. It demonstrates how spatial ability influences performance with visualizations for medical decision making.

- Chapter 4 explores other individual differences, and identifies the personality trait locus of control as a key factor for predicting performance on various hierarchical visualizations.

- Chapter 5 further examines the relationship between locus of control and performance with hierarchical visualizations. It demonstrates how psychological priming can be used to temporarily manipulate users’ locus of control to impact their performance.

- Chapter 6 examines how individual differences impact user search strategies. It explains how and why groups of users differ through a manual analysis of interaction
log data.

- Chapter 7 builds on the work in Chapter 6 by demonstrating how we can use machine learning techniques to automatically infer user attributes. It also investigates the viability of real-time adaptation.

- Chapter 8 introduces a model of individual cognitive differences and then discusses techniques for designing adaptive visualizations.

- Chapter 9 summarizes the key contributions of this dissertation.
Chapter 2

Background

In recent years, an overwhelming body of research has demonstrated how individual differences impact people’s ability to use information visualization and visualization systems [15, 24, 26, 32, 30, 31, 60, 59, 162, 163], and a growing number of researchers have advocated for better understanding of these effects [172, 176]. They demonstrate that the cognitive differences between users may result in dissimilarities in the way information is internalized and thus the way users approach problems.

2.1 Individual Differences and Visualization

Much of the existing work in the Visualization field on the impact of individual differences has focused on the influence of perceptual ability on visualization use. For instance, Conati and Maclaren [32] found that a user’s perceptual speed influences performance using two difference Geographical Information Systems. They found that users with high perceptual ability performed better with star graphs while users with low perceptual speed performed better with radar graphs.

Allen [3] too found a connection between perceptual speed and system effectiveness. He found that perceptual speed was a significant predictor of spatial scanning ability in search performance. His findings suggest that users often fail to optimize their visualization use for greater search efficiency, and his work calls for the development of user models to automatically guide users toward optimal strategies. Similarly, Conati et al. [30] found
that a number of individual differences, including perceptual speed, influences performance across different layouts of interactive ValueCharts. Using eye tracking technology, Toker et al. [154] demonstrated how perceptual speed and verbal working memory influences interactions with bar graphs and radar graphs. Other work by Toker et al. [153] found that perceptual speed not only impacts performance on visualization tools but also preference for difference tools.

In addition to performance, a number researchers have also explored the impact of individual differences on preference for visual designs. For instance, Nov and Ye [120] found that the resistance to change personality trait can be a significant predictor of the perceived ease of use of a visual interface. Peck et al. [128] used a brain imaging technology called functional near-infrared spectroscopy (fNIRS) to explore how a user’s cognitive load can affect their performance with visualizations. They measured users’ brain activity as they made comparisons using both bar graphs and pie charts and found that half of their participants had lower cognitive load with pie charts, and the other half had lower cognitive load with bar graphs. Their brain activity predictions also matched their users’ perceived ease of use.

These findings have begun to build the case that some individual differences in visual analytics can be attributed to a complex interaction between the mental model suggested by a visual layout and the users own cognitive style. However, most previous studies that show an effect of individual differences either examine a single system or compare two or more systems with numerous differences. In order to apply knowledge of individual differences to visualization design, it is necessary to make a clearer connection between personality groups and exactly which factors lead them to better performance with one visualization over another. Context for these connections can come from psychology research on how personality relates to problem solving and decision making.

### 2.2 Personality and Problem Solving

Problem solving is the process by which we bridge the gap between the perceived and a desired outcome. Since this process often requires complex thought, researchers have
long been investigating the effect of personality on problem solving and decision making processes. These investigations have identified a series of personality traits that impact problem solving including extraversion, neuroticism, and locus of control. For example, when approaching a problem, persons who score high on the judgment scale of the Myers-Briggs Personality Inventory (i.e., those who are decisive and are quick at making decisions) prefer a problem to be concise and well structured [112]. On the other hand, persons who score high in the perceptive scale are more concerned with seeing all sides of a problem and prefer flexibility.

Disposition on the extraversion scale also affects problem solving [112]. Individuals with high extraversion have greater tendencies to be sociable and require engagement with others. When given a problem, extraverts are more likely to discuss the problem in order to ascertain clarity and understanding, while introverts are more likely to take time and think about the problem before they begin. This implies that introverts would generally take longer before attempting a solution but are more likely to have a well-defined path toward finding that solution. Furthermore, introverts are more likely to take time to understand important concepts while extraverts require feedback on the correctness of their ideas.

While extraversion and judgment can be used as a predictor of a users approach to a problem, similar tendencies can also be deduced from an individuals neuroticism orientation. Neuroticism measures a persons degree of emotional stability. Individuals who score high on the neuroticism scale are more prone to experiencing negative emotions such as stress and anxiety. One study by Uziel [160] has investigated the correlation of neuroticism and extraversion and suggests a negative correlation between them when affective states are considered. An individuals neuroticism disposition can also be a predictor of their problem-solving approach [23]. Persons with high measures of neuroticism are more like to have lower perceived problem-solving skills and are less likely to make decisions when risks are involved. Farley [46] found a curvilinear correlation between neuroticism and time spent solving a problem. People with high levels of neuroticism also take the most time to solve problems, and individuals with average neuroticism are significantly faster on problem-solving tasks than the combined low and high scoring people.

Several studies have also established correlations between locus of control and neu-
Both traits are multidimensional constructs and are comprised of similar traits such as anxiety and self-esteem. It is therefore not surprising that locus of control may also affect problem solving ability and style. Of the personality dimensions explored in this thesis, locus of control has been found to have the most pronounced correlation to problem solving using visualizations.

2.3 Locus of Control

Locus of control (LOC) measures the degree to which an individual feels in control of, or controlled by external events. Using the Rotter construct, individuals are scored on a 23-point scale where the two extreme ends of the scale are categorized as internal locus of control and external locus of control. Persons who are internally oriented on the scale (Internals) believe that external events are contingent upon their own actions while persons who are externally oriented on the scale believe that events are controlled by powerful beings.

The impact of LOC has been explored for many decades beyond the Visualization and HCI communities, and research suggests that the differences between Internals and Externals are quite vast. Internals tend to have a strong sense of self-efficacy allowing them to take control even when faced with difficult problems. Conversely, Externals believe that they have no control over external events, making them far more likely to adapt to situations. However, because of this perceived lack of control, Externals are also more likely to give up when faced with difficulty.

Past research corroborates this. Internality has been shown to correlate with increased effectiveness at work, better academic performance and greater ability to cope with stress. LOC also affects learning style. Cassidy and Eachus showed that Internals are more likely to practice deep learning, while Externals are more likely to practice surface learning. This implies that there is a correlation between locus of control and general problem solving techniques which suggests a potential effect of locus of control on problem solving using visualizations.

In the medical community, LOC has been shown to affect patients’ recovery out-
comes. Fisher and Johnston [48] found that users with external LOC were more likely to become discouraged and give in to their disability. In the visualization community, Green and Fisher [59] showed a significant correlation between LOC and users’ speed and accuracy when using hierarchical visualizations. They reported that locus of control can be used to predict completion times as well as insight when using the two visualization tools.

## 2.4 Spatial Ability

Another main factor that have been shown to influence visualization use is spatial ability. Spatial ability in general refers to the ability to mentally represent and manipulate two- or three-dimensional representations of objects. Spatial ability is a cognitive ability with a number of measurable dimensions, including spatial orientation, spatial visualization, spatial location memory, targeting, disembedding and spatial perception [90, 162]. People with higher spatial ability can produce more accurate representations and maintain a reliable model of objects as they move and rotate in space.

There is considerable evidence that these abilities affect how well a person can reason with abstract representations of information, including visualizations. For example, Tversky et al. [159, 158] examined how individual differences in ability affects the extraction of structure and function from diagrams. They showed that participants with high spatial ability create mental models that integrate both structure and function, while participants with low spatial ability form mental models where structure is separate from function. Vicente et al. [163] found that low spatial ability corresponded with poor performance on information retrieval tasks in hierarchical file structures. They found that in general high spatial ability users were two times faster than low spatial ability users and that low spatial ability users were more likely to get lost in the hierarchical file structures.

Chen and Czerwinski [24] found that participants with higher spatial ability employed more efficient visual search strategies and were better able to remember visual structures in an interactive node-link visualization. Velez et al. [162] tested users of a three-dimensional visualization and discovered that speed and accuracy were dependent on several factors of spatial ability. Similarly, Cohen and Hegarty [26] found that users’
spatial abilities affects the degree to which interacting with an animated visualization helps when performing a mental rotation task, and that participants with high spatial ability were better able to use a visual representation rather than rely on an internal visualization.

This body of research shows that users with higher spatial ability are frequently more effective at using a variety of visualizations. Taken together, they suggest that high spatial ability often correlates with better performance on tasks that involve either searching through spatially arranged information or making sense of new visual representations. Additionally, there is evidence that high spatial ability makes it easier to switch between different representations of complex information. Ziemkiewicz and Kosara [175] tested users’ ability to perform search tasks with hierarchy visualizations when the spatial metaphor implied in the task questions differed from that used by the visualization. Most participants performed poorly when the metaphors conflicted, but those with high spatial ability did not. This confirms findings that spatial ability plays a role in understanding text descriptions of spatial information [37].

2.5 User Modeling

The goal of inferring information about a user based on their interactions is generally referred to as “user modeling”. The first attempts at user modeling trace back to the late 1970’s and were targeted at improving dialog systems so that they are more conversational [27, 129, 164]. Over the past decades, user modeling has grown into an active area of research in a variety of domains such as Artificial Intelligence, Data Mining, Machine Learning and Human-Computer Interaction [1, 11, 18, 94, 95, 113]. Research in this area not only includes techniques for learning about users, but it also encompasses adaptation strategies. Although the field is broad, the goal of this dissertation is narrower in that it specifically emphasizes learning users’ reasoning processes and characteristics with visualization tools, as opposed to modeling users’ tasks.

Perhaps most related to the focus of this dissertation is the research in the domain of analytic provenance in the visual analytics community [136]. Researchers in analytic provenance believe that the analysis process during an analytic task is just as important as
the analysis product [119]. Through analyzing a user’s interactions, researchers in analytic provenance seek to identify how a user discovers insight and how the same procedures can be stored and reapplied to automatically solve other similar problems [170, 86].

Many systems have been developed in the visual analytics community for logging, storing, and analyzing a user’s interactions and activities. For example, the GlassBox system by Cowley et al. [36] records low-level events generated by the interface (such as copy, paste, window activation, etc.). At a higher level, VisTrails captures the user’s steps in a scientific workflow [8]. Finally, at a model level, Endert et al. showed that user interactions can be analyzed systematically, and directly used to perform model steering operations [44]. Similarly, other researchers have demonstrated that a user’s interactions can be used to infer parameters of analytical models, which can then be presented visually [14, 55, 170]. The work in this dissertation shares synergistic activities with these prior works in that it also seeks to extract higher-level information from low-level user interactions. However, the goal of this dissertation is to develop techniques that can automatically classify users on their characteristics.

Much of the existing work in the visual analytics community on connecting the ways users solve problems with their cognitive abilities has been based on eye tracker data [5, 100, 107, 151]. For example, Lu et al. demonstrated how eye gaze data can be used to determine important or interesting areas of renderings and automatically select parameters to improve the usability of a visualization system [107]. Steichen et al. explored the use of eye tracking data to predict visualization and task type [151]. With varying degrees of accuracy they were able to predict: (1) a user’s cognitive traits: personality, perceptual speed and visual working memory, (2) the difficulty of the task, and (3) the visualization type. Similarly, Toker et al. [154] demonstrated how perceptual speed and verbal working memory influences interactions with bar graphs and radar graphs. These findings are particularly important for visual analytics tasks as previous research has shown that users’ cognitive traits can be used as predictors of speed and accuracy [59]. Instead of using eye gaze data, in this work we forgo specialized sensors and analyze mouse interactions¹.

¹Recent work suggests that mouse movements in some interfaces are strongly correlated with eye movements [33, 73]
In the HCI community, Gajos et al. developed the SUPPLE system that can learn the type and degree of a user’s disability by analyzing mouse interaction data and generate dynamic and personalized interfaces for each specific user [51]. Although the intended scenario is in the domain of accessibility, the approach and methods developed by Gajos et al. can be generalized to other interfaces as well. In the web usage mining community, researchers have used click stream data for modeling and predicting users’ web surfing patterns [41, 96, 97, 150]. Some of the techniques developed for these web mining applications could be adapted to extend work in the dissertation.
Chapter 3

Improving Bayesian Reasoning: The Effects of Phrasing, Visualization, and Spatial Ability

This chapter is based on the paper:


One advantage of visualization is that it can make complex or abstract concepts easier to grasp by making them visible. In theory, an effective visual representation can make traditionally difficult problems more concrete and easier to understand. In practice, however, nuanced contextual factors heavily impact the effectiveness of visualizations, making the right representation difficult to establish.

In order to build systems that can better facilitate a users’ cognitive processes, we must first understand which individual differences can impact reasoning with visualizations and how. In this chapter, we begin by exploring a real-world decision making problem to il-
lustrate the practical impact of this dissertation. We investigate how problem representation can influence reasoning with medical statistics and how such reasoning can be mediated by cognitive abilities. The findings presented in this chapter have direct implications for medical risk communication.

3.1 Introduction

As the medical field transitions toward evidence-based and shared decision making, effectively communicating conditional probabilities to patients has emerged as a common challenge. To make informed health decisions, it is essential that patients understand health risk information involving conditional probabilities and Bayesian reasoning [53]. However, understanding such conditional probabilities is challenging for patients [40]. Even more alarming, the burden of communicating complex statistical information to patients is often placed on physicians even though studies have shown that most struggle with accurate estimations themselves [40].

Still, both physicians and patients make life-critical judgments based on conditional probabilities. Deficits in diagnostic test sensitivity and specificity (intrinsic characteristics of the test itself) can lead to false negative and false positive test results which do not reflect the actual state of an individual. For low-prevalence diseases, even a highly specific test leads to false positive results for a majority of test recipients. Unless a patient fully understands the uncertainties of medical tests, news of a negative result can lead to false reassurance that treatment is not necessary, and news of a positive result can bring unjust emotional distress.

Consider the following mammography problem [56]:

“The probability of breast cancer is 1% for women at age forty who participate in routine screening. If a woman has breast cancer, the probability is 80% that she will get a positive mammography. If a woman does not have breast cancer, the probability is 9.6% that she will also get a positive mammography.

A woman in this age group had a positive mammography in a routine screening. What is the probability that she actually has breast cancer?”
Misinterpretation of this and other medical test statistics can have serious adverse consequences such as under- and over-diagnosis [115, 169, 168] or even death. However, there are currently no effective tools for mitigating this problem. Despite decades of research, the optimal methods for improving interpretation of diagnostic test results remain elusive, and the available evidence is sparse and conflicting.

Prior work indicates that visualizations may be key for improving performance with Bayesian reasoning problems. For example, results from Brase [13] and work by Garcia-Retamero and Hoffrage [54] suggest that visual aids such as Euler diagrams and icon arrays hold promise. Researchers have also explored visualizations such as decision trees [50, 109], contingency tables [28], “beam cut” diagrams [56] and probability curves [28], and have shown improvements over text-only representations. However, when researchers in the visualization community extended this work to a more diverse sampling of the general population, they found that adding visualizations to existing text representations did not significantly increase accuracy [114, 123].

Given the contradictory findings of prior research, we aim to identify factors that influence performance on Bayesian reasoning tasks. We hypothesize that these discrepancies are due to differences in problem representations (textual or visual), as well as the end users’ innate ability to reason through these problems when using visualizations. In particular, we propose that the phrasing of text-only representations can significantly impact comprehension and that this effect is further confounded when text and visualization are incorporated into a single representation. Furthermore, motivated by prior work [24, 88, 162, 163, 175], we also hypothesize that individual differences (i.e., spatial ability) are mediating factors for performance on Bayesian reasoning tasks.

To test our hypotheses, we conducted two experiments to investigate how problem representation and individual differences influence performance on Bayesian reasoning tasks. The first experiment focused on text-only representations and how phrasing can impact accuracy, while the second explores how individual differences and representations that combine text and visualization affect performance.

With Experiment 1 we show that wording can significantly affect users’ accuracy
and demonstrate how probing\(^1\) can help evaluate different representations of Bayesian reasoning problems. Combining techniques that have previously been tested independently, our results show an increase in the accuracy of the mammography problem from the previously reported 6\% [114] to 42\%. Our findings demonstrate how the phrasing of a Bayesian problem can partially explain the poor or inconsistent results of prior work and provide a baseline text-only representation for future work.

In Experiment 2, we tested six different representations including a new text-only representation that uses indentation to visually depict set relations (Structured-Text), a storyboarding visualization that progressively integrates textual information with a frequency grid visualization (Storyboarding), and a visualization-only representation (Vis-Only). The results of our second experiment show that altering the amount of information shown in text and visualization designs can yield accuracies as high as 77\%. However, we found that adding visualizations to text resulted in no measurable improvement in performance, which is consistent with prior work in the visualization community by Micallef et al. [114].

Examining our study population further, we found that spatial ability impacts users’ speed and accuracy on Bayesian reasoning tasks, with high spatial ability users responding significantly faster and more accurately than low spatial ability users. Analyzing accuracy with respect to spatial ability, we discovered that users with high spatial ability tend to perform better than users with low spatial ability across all designs, achieving accuracies from 66\%-100\%. We discuss the implications of these findings for text and visualization design, and how these methods may impact the communication of conditional probability in the medical field and beyond.

We make the following contributions to the understanding of how phrasing, visualizations and individual differences influence Bayesian reasoning:

- We identify key factors that influence performance on Bayesian reasoning tasks and explain the inconsistent and conflicting findings of prior work.

- We show that the phrasing of textual Bayesian reasoning problems can significantly affect comprehension, and provide a benchmark text-only problem representation

\(^1\)Instead of asking a single question (typically the true positive rate), you ask a series of questions designed to guide the user through their calculations.
that allows future researchers to reliably test different designs of Bayesian reasoning problems.

- We demonstrate that a user’s spatial ability impacts their ability to solve Bayesian reasoning problems with different visual and textual representations. Our findings provide guidance on how to design representations for users of varying spatial ability.

### 3.2 Background

There is a substantial body of work aimed at developing novel, more effective methods of communicating Bayesian statistics. Still, there is no authoritative method for effectively communicating Bayesian reasoning, and prior results are inconsistent at best. Below we survey some of these findings.

Gigerenzer and Hoffrage [56] in their seminal work explored how text-only representations can be improved using natural frequency formats. They explored the use of phrases such as *96 out of 1000* instead of *9.6%*, hypothesizing that natural frequency formats have greater perceptual correspondence to natural sampling strategies [56]. Their findings demonstrate that using natural frequency significantly improves users’ understanding of Bayesian reasoning problems.

A series of studies has also been conducted to investigate the efficacy of using visualizations to aid reasoning. Various types of visualizations have been tested, including Euler diagrams [13, 89, 114], frequency grids or icon arrays [54, 89, 114, 123, 144], decision trees [50, 144, 149], “beam cut” diagrams [56], probability curves [28], contingency tables [28, 29] and interactive designs [155]. While some researchers have compared several visualization designs [13, 114, 123], many of these visualizations were proposed and tested separately. It is still not clear which best facilitates Bayesian reasoning.

For instance, recent work by Garcia-Retamero and Hoffrage [54] investigated how different representations (text versus visualization) affect the communication of Bayesian reasoning problems to both doctor and patients. They conducted an experiment where half of the participants received natural frequency formats and the other half received percentages. A further division was made within these groups; half of the participants received
the information in numbers while the other half were presented with a visualization (a frequency grid). Their results confirmed the prior results of Gigerenzer and Hoffrage [56] showing that users are more accurate when information is presented using natural frequency formats. With their visualization condition, and they were able to achieve overall accuracies of 62%, one of the highest reported accuracies.

Work by Brase [13] compared various visualizations for communicating Bayesian reasoning. In a comparative study, he analyzed participants’ accuracies when three different visualizations (icon arrays, Euler diagrams and discretized Euler diagrams) were added to textual information. Like natural frequency formats, discrete items represented by the icon array were expected to correspond with humans’ perception of natural sampling, thus improving Bayesian reasoning. In contrast, Euler diagrams were expected to enhance the perception of the nested-set relations that are inherent in Bayesian reasoning problems. The discretized Euler diagram was designed as a hybrid of the two.

Brase found that icon arrays had the best overall accuracy rate (48%), suggesting that they best facilitate Bayesian reasoning. However there were some inconsistencies with the visualization designs used by Brase [114]. For instance, the Euler diagram was not area proportional but the hybrid diagram was, and the number of glyphs in the hybrid diagram differed from the number of glyphs in the frequency grid [114]. Noticing this, researchers in the visualization community extended this work by designing a new, consistent set of visualizations and surveying a more diverse study population.

Micallef et al. [114] used a combination of natural frequency formats, icon arrays and Euler diagrams to improve the designs of Brase [13]. Instead of surveying university undergraduates, they recruited crowdsourced participants via Amazon’s Mechanical Turk in an effort to simulate a more diverse lay population [114]. Their study compared 6 different visualization designs and found no significant performance differences among them. Reported accuracies for the 6 designs ranged from 7% to 21% and the control condition (a text-only representation with natural frequency formats) yielded an overall accuracy of only 6%.

---

2These are Euler diagrams with discrete items. They were designed as hybrid diagrams that combine both the natural sampling affordance of icon arrays and the nested-set relations affordance of traditional Euler diagrams.
They also found no statistically significant performance difference between the control text-only condition and any of the conditions with visualization designs. This finding implies that simply adding visual aids to existing textual representation did not help under the studied conditions. Their follow up work adds yet another dimension. In a second experiment, they reported significant improvements in the accuracies for their visualization conditions when numerical values for the text descriptions were removed. This finding suggests that presenting both text with numerical values and visualization together may overload the user and result in incorrect inferences.

The findings of Micallef et al. [114] suggest a possible interaction between textual information and visualization when representing Bayesian reasoning problems. One possible explanation for this interaction is that both the mental model required to interpret the textual information in a Bayesian reasoning problem and the mental model required to understand a visualization can compete for the same resources [88]. As more information is presented, a user’s performance can degrade since more items will be held in the user’s spatial working memory [68]. In addition to explaining the inconsistencies among prior work by exploring different wording and visualization representations, this chapter aims to understand how spatial ability mediates performance on Bayesian reasoning problems.

### 3.2.1 Spatial Ability and Visualizing Bayesian Reasoning

In Bayesian reasoning domain, Kellen [88] found that spatial ability was relevant to the understanding of visualizations of Bayesian reasoning. He used Euler diagrams and investigated how problem complexity (the number of relationships presented in an Euler diagram) impacts users’ performance. His findings suggest that spatial ability may moderate the effect of visualizations on understanding. However, his work only investigated spatial ability as it relates to Bayesian reasoning and the number of relationships depicted in an Euler diagram.

Still, like the prior reported accuracy findings, the reported results on the effects of spatial ability on understanding Bayesian reasoning have been contradictory. Micallef et al. [114] too investigated the effects of spatial ability. They compared six text and visualization conditions and one text-only condition but found no significant effect of participants’
spatial abilities.

### 3.3 Research Goals

The body of existing work presented in this chapter paints a complex portrait of visualization and Bayesian reasoning. First, the results of the prior works are inconsistent. The reported accuracies of the baseline text-only conditions differed significantly: Brase [13] reported 35.4%, Garcia-Retamero and Hoffrage [54] reported 26% while Micallef et al. [114] reported accuracies of only 6%. Second, prior work suggests an interaction between textual information and visualization when they are combined into a single representation.

In order to progress this important area of research, we must first identify factors that affect a user’s ability to extract information from text and visualization representations of Bayesian reasoning problems. Thus, the primary research goal for this work is to disambiguate the discrepancies among prior works’ results. We hypothesize that the observed discrepancies among prior work are largely due to differences in problem representations. In particular, we hypothesize that the phrasing of text-only representations impacts comprehension. Furthermore, we posit that while visualizations can be effective tools for communicating Bayesian reasoning, simply appending visualizations to complex textual information will adversely impact comprehension.

In the succeeding sections, we present the results of two experiments that were designed to investigate the interacting effect of both problem representation and spatial ability on communicating Bayesian reasoning problems. Together, these experiments address the question of how users make sense of Bayesian reasoning problems under different, and sometimes competing, representations of complex information. Our first experiment establishes a baseline, text-only condition and investigates how various forms of problem phrasing impacts accuracies. With our second experiment, we explore the interaction between textual information and visualizations when they are combined in a single representation, and the effect of users’ spatial ability on their performance.
### 3.4 Experiment 1: Text-Only Representations

A survey of the prior work reveals many inconsistencies among Bayesian problems used for assessing Bayesian reasoning. Many past experiments have used their own Bayesian problems, with differing scenarios, wordings and framings. For instance, in their work, Gigerenzer and Hoffrage [56] used 15 different Bayesian problems, each with differing real-world implications and potential cognitive biases associated with them (e.g. being career oriented leads to choosing a course in economics, or carrying heavy books daily relates to a child having bad posture). Micallef et al. [114] and Garcia-Retamero and Hoffrage [54] each used three different Bayesian problems (with only one in common). Brase [13] used a single Bayesian problem not previously tested by other researchers.

Of the existing work, Brase [13] reported the highest accuracies for his text-only condition, with 35.4% of his participants reaching the correct Bayesian response. In addition to using natural frequencies, Brase [13] used probing as a means of evaluating the effectiveness of representations. Probing is a technique by which a series of questions are posed to the user that are designed to guide that user through the calculation process. Cosmides and Tooby [35] proposed that probing can be used to help users uncover information that is necessary for solving Bayesian inference problems and thereby improves performance. Rather than asking the participant to calculate the true positive rate from the given information directly (the task that is traditionally given), they used probing to guide their participants' Bayesian calculations. Ultimately, probing was designed to assess whether the user understands the information as it is presented instead of their mathematical skills. Following Brase [13], we examined probing as one of our study conditions.

In his study, Brase [13] also used a narrative - a generalizable, hypothetical scenario. Instead of presenting information about a specific disease such as breast cancer, he presented a fictional narrative, introducing a population in which individuals are exposed to a new disease ("Disease X"). By using a hypothetical population and a generic disease name, we hypothesize that this generalizes the problem and may have mitigated biases related to a certain disease, thus impacting accuracies.

In addition to these two techniques (probing and narrative), we adapted framing
principles for reducing the complexity of text representations [35, 157]. Prior studies suggest that framing can significantly impact decision making with probability problems [35]. For example, saying *10 out of 100 people will have the disease* versus *90 out of 100 people will not have the disease* can elicit very different responses [157], and presenting both frames can help mitigate biases known as framing effects [157]. Using both frames also has the advantage that it explicitly states relationships in the problem that are implicit in the original text.

3.4.1 Design

In line with our research goals of disambiguating contradictory results in previous research, our first experiment examines how these three techniques (framing, adding a narrative and using probing) can be combined to reduce the complexity of Bayesian reasoning problems. In the context of Bayesian problems, the term complexity can have different meanings, for instance: the number of relationships in the problem [88], the number of steps needed to solve the problem, or the amount of information to be integrated or reconstructed [35]. In the current work, we define complexity as the difficulty of extracting information. This hinges on the notion that the simplicity of a task partly depends on the how the information is presented. We believe that is it important first to establish a baseline text representation (i.e. no visualization) before we consider the effect of adding visualizations.

We conducted an online study and tested three different text-only representations of Bayesian reasoning problems:

**Text\textsubscript{orig}** For our base condition, we chose the mammography problem (see Table 3.1 Text\textsubscript{orig}) since it has been used in many studies [40, 56, 54, 88, 114] and tests a skill of great importance and generalizability [40]. This specific mammography problem was used by Gigerenzer and Hoffrage [56] and Micallef et al. [114], and includes the base rate, true positive rate, and false positive rate. The expected answer was *8 out of 103*.

**Text\textsubscript{probe}** The information presented in this condition is exactly the same as Text\textsubscript{orig} but uses probing instead of asking for the true positive rate directly (see Table 3.1 Text\textsubscript{probe}).
Table 3.1: The three questions used in Experiment 1

<table>
<thead>
<tr>
<th>Text_{orig}</th>
<th>10 out of every 1,000 women at age forty who participate in routine screening have breast cancer. 8 of every 10 women with breast cancer will get a positive mammography. 95 out of every 990 women without breast cancer will also get a positive mammography.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Text_{probe}</td>
<td>Imagine a representative sample of women at age forty who got a positive mammography in routine screening. How many of these women do you expect to actually have breast cancer?</td>
</tr>
<tr>
<td>Text_{diseaseX}</td>
<td>There is a newly discovered disease, Disease X, which is transmitted by a bacterial infection found in the population. There is a test to detect whether or not a person has the disease, but it is not perfect. Here is some information about the current research on Disease X and efforts to test for the infection that causes it.</td>
</tr>
<tr>
<td></td>
<td>Imagine 1000 people are tested for the disease.</td>
</tr>
<tr>
<td></td>
<td>(a) How many people will test positive?</td>
</tr>
<tr>
<td></td>
<td>(b) Of those who test positive, how many will actually have the disease?</td>
</tr>
</tbody>
</table>

Imagine 1000 people are tested for the disease.
(a) How many people will test positive? _____
(b) Of those who test positive, how many will actually have the disease? _____
The participant is first probed for the expected number of people who will be tested positive (103) then she is probed for the true positive count (8). The two probed questions used in the current design are:

**Positive Count**  How many people will test positive?

**True Positive Count**  Of those who test positive, how many will actually have the disease?

**Text\textsubscript{diseaseX}**  For this condition, we adopted a narrative similar to Brase [13] for the mammography problem, and similarly to Text\textsubscript{probe} we used probing. In addition to using these two techniques, this condition also provides the user with both positive and negative frames of the problem. Instead of only providing the base rate, the true positive rate, and the false positive rate, the text included the true negative and the false negative rates (see Table 3.1 \textsubscript{Text\textsubscript{diseaseX}}). It is important to note that no new data was added. The true negative and false negative rates were implicit in the Text\textsubscript{orig} and Text\textsubscript{probe} conditions.

### 3.4.1.1 Participants

We recruited 100 online participants (37 for Text\textsubscript{orig}, 30 for Text\textsubscript{probe} and 33 for Text\textsubscript{diseaseX}) via Amazon’s Mechanical Turk. Mechanical Turk is a virtual market place that allows individuals or companies to post small jobs for completion and where people can easily work for a small remuneration. There are over 100,000 “workers” from around the world registered with this service, who are able to choose jobs from a pool and are upon completion [139].

For this reason, Mechanical Turk is attractive to Human-Computer Interaction and Visualization researchers as it facilitates the recruitment of a more diverse study population [67]. One of the biggest concerns when using this tool is the possibility of participants

<table>
<thead>
<tr>
<th>Table 3.2: Demographics for Experiment 1</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>N</strong></td>
</tr>
<tr>
<td>Gender</td>
</tr>
<tr>
<td>Education</td>
</tr>
<tr>
<td>Age</td>
</tr>
</tbody>
</table>
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randomly clicking through the study only to be paid. Researchers have compensated for this by providing bonuses for correct responses and participants are paid only upon completing the study [99]. This has been proven effective and has been adapted for our study.

Participants received a base pay of $.50 with a bonus of $.50 and $.05 for each correct answer on the main task and surveys respectively. The total possible remuneration was $2.80 which is comparable to the U.S. minimum wage. Participants completed the survey via an external link and performed tasks using an online experiment manager developed for this study. Using this tool, participants were regulated by their Mechanical Turk worker identification number and were only allowed to complete the experiment once. Table 3.2 summarizes the demographic information for Experiment 1.

3.4.1.2 Procedure

After selecting the task from the Mechanical Turk website, participants were instructed to navigate to a specified external link. Once there, they entered their Mechanical Turk worker identification number which was used both for controlling access to the experiment manager and for remuneration. After giving informed consent, participants were randomly presented with one of the three Bayesian reasoning problems. They were instructed to take as much time as needed to read and understand the information provided as they would have to answer questions based on the information and that bonuses will be paid for each correct answer. To separate the time spent reading the question from the time spent actually solving the problem, the question was not visible until they clicked the appropriately labeled button to indicate that they were ready. The participants were once again instructed to take as much time as needed and enter the answers in the space provided. The timer ended when the participant entered an answer. Any edits to their responses extended the recorded time. Once they submitted the main task, they completed a short demographic questionnaire.

3.4.2 Results

For our analysis, responses were only deemed correct if participants entered the expected response for both probed questions.
Figure 3.1: Accuracies across all conditions in Experiment 1. Combining probing and narrative techniques proved to be effective for reducing the overall complexity of the text and increasing accuracy.

With the $Text_{orig}$ condition, we successfully replicated prior results of Micallef et al. [114] with an accuracy rate of 5.4% as compared to their reported 6% for text-only representations. Modifying the original question by using probing ($Text_{probe}$), we presented participants with questions that were easier to understand [35]. Consistent with prior work by Cosmides and Tooby [35], we found that this small change yielded a significantly higher accuracy rate of 26.7%.

Finally, by changing the problem text with our $Text_{diseaseX}$ condition, we successfully replicate Brase’s [13] results with an accuracy rate of 42.4% as compared to his reported 53.4%. A chi-square test was conducted across all participants and revealed significant differences between the accuracy rates of the three conditions ($\chi^2(2, N = 100) = 13.27, p = 0.001$). Performing a pairwise chi-square test with a Bonferroni adjusted alpha ($\alpha = 0.017$), we found significant differences between $Text_{orig}$ and $Text_{probe}$ ($\chi^2(1, N = 67) = 5.9, p = 0.015$), and $Text_{orig}$ and $Text_{diseaseX}$ ($\chi^2(1, N = 70) = 13.56, p < 0.001$).

3.4.3 Discussion

In our first experiment, we found that by simply changing how the problem was presented, we observed an improvement in participants’ overall accuracy from 5.4% to 42.4%. We
adapted techniques such as probing, which nudges the user to think more thoroughly about the problem, adding a narrative which generalized the problem, and presenting both frames for mitigating framing effects.

Taken together this gives us insight into how lexical choices of text-only representations of Bayesian reasoning problems govern their effectiveness and may at least partially explain the poor or inconsistent accuracies observed in previous work. By using probing alone, our results showed a significant improvement over our base condition which used direct questioning. This suggests that assessment techniques for Bayesian reasoning problems should be thoroughly scrutinized.

Participants were even more accurate when the stimulus combined all three techniques (probing, narrative and framing). This finding provides initial evidence that even with text-only representations (i.e. without visualization aids), the phrasing of the problem can impact comprehension.

Indeed, there were several factors that potentially contributed to the increase in communicative competence we observed for Text$_{diseaseX}$. For example, using the generic term Disease X instead of a specific disease may have mitigated biases introduced by the mammography problem. Alternatively, the observed increase in accuracy could be attributed to the overall readability of the text or the amount of data presented in the conditions (the Text$_{diseaseX}$ condition presented the user with slightly more explicit data than the Text$_{orig}$ and Text$_{probe}$ conditions). Deciphering these was beyond the scope of this project, but will be an important direction for future work.

In the following study, we further address our research goals by investigating the effect of adding visualizations for representing Bayesian reasoning tasks. We use our results from this initial experiment by adopting Text$_{diseaseX}$ as a baseline text-only representation for evaluating different text and visualization designs.
Table 3.3: Table showing the 6 conditions used in Experiment 2

**Control-Text**
There is a total of 100 people in the population. Out of the 100 people in the population, 6 people actually have the disease. Out of these 6 people, 4 will receive a positive test result and 2 will receive a negative test result. On the other hand, 94 people do not have the disease (i.e., they are perfectly healthy). Out of these 94 people, 16 will receive a positive test result and 78 will receive a negative test result.

**Complete-Text**
There is a total of 100 people in the population. Out of the 100 people in the population, 6 people actually have the disease. Out of these 6 people, 4 will receive a positive test result and 2 will receive a negative test result. On the other hand, 94 people do not have the disease (i.e., they are perfectly healthy). Out of these 94 people, 16 will receive a positive test result and 78 will receive a negative test result.

Another way to think about this is... Out of the 100 people in the population, 20 people will test positive. Out of these 20 people, 4 will actually have the disease and 16 will not have the disease (i.e., they are perfectly healthy). On the other hand, 80 people will test negative. Out of these 80 people, 2 will actually have the disease and 78 will not have the disease (i.e., they are perfectly healthy).

**Structured-Text**
There is a total of 100 people in the population. Out of the 100 people in the population, 6 people actually have the disease. Out of these 6 people, 4 will receive a positive test result and 2 will receive a negative test result. On the other hand, 94 people do not have the disease (i.e., they are perfectly healthy). Out of these 94 people, 16 will receive a positive test result and 78 will receive a negative test result.

Another way to think about this is... Out of the 100 people in the population, 20 people will test positive. Out of these 20 people, 4 will actually have the disease and 16 will not have the disease (i.e., they are perfectly healthy). On the other hand, 80 people will test negative. Out of these 80 people, 2 will actually have the disease and 78 will not have the disease (i.e., they are perfectly healthy).

**Vis-Only**

**Control+Vis**
There is a total of 100 people in the population. Out of the 100 people in the population, 6 people actually have the disease. Out of these 6 people, 4 will receive a positive test result and 2 will receive a negative test result. On the other hand, 94 people do not have the disease (i.e., they are perfectly healthy). Out of these 94 people, 16 will receive a positive test result and 78 will receive a negative test result.

Out of these 94 people, 16 will receive a positive test result and 78 will receive a negative test result.

**Storyboarding**
There is a total of 100 people in the population.

Out of the 100 people in the population, 6 people actually have the disease.

Out of these 6 people, 4 will receive a positive test result and 2 will receive a negative test result.

On the other hand, 94 people do not have the disease (i.e., they are perfectly healthy).

Out of these 94 people, 16 will receive a positive test result and 78 will receive a negative test result.

Another way to think about this is... Out of the 100 people in the population, 20 people will test positive. Out of these 20 people, 4 will actually have the disease and 16 will not have the disease (i.e., they are perfectly healthy).

On the other hand, 80 people will test negative. Out of these 80 people, 2 will actually have the disease and 78 will not have the disease (i.e., they are perfectly healthy).
3.5 Experiment 2: Text and Visualization

Although visualization has been suggested as a solution to the Bayesian reasoning problem, recent findings suggest that, across several designs, simply adding visualizations to textual Bayesian inference problems yields no significant performance benefit [114, 123]. Micallef et al. [114] also found that removing numbers from the textual representation can improve performance. The findings of this prior work suggest an interference between text and visualization components when they are combined into a single representation.

Differing from prior work which focused mainly on comparing different visualization designs [114], our second experiment aimed to progress Bayesian reasoning research by further investigating the effect of presenting text and visualization together. We examined the amount of information presented to the user and the degree to which the textual and visual information are integrated. Grounded by the baseline condition established in Experiment 1 (Table 3.3 Control-Text), we tested representations that gradually integrate affordances of visualizations or the visualization itself.

One affordance of visualizations is that relationships that are implicitly expressed in text are often explicated in visual form. Visualizations make it easier to “see” relationships among groups. To bridge this information gap, we gradually expanded the text-only representation to explicate implied information and relationships.

Secondary to our main research goals and motivated by the prior work demonstrating a connection between spatial ability and visual design [89, 175], our second experiment also aimed to understand how nuances in spatial ability affect users’ capacity to use different representations of Bayesian reasoning problems. Since prior research suggests that low spatial-ability users may experience difficulty when both the text and visual representations are presented [175], we hypothesize that low spatial-ability users would be more adept at using representations which integrated affordances of the visualization but not the visualization itself. On the other hand, we hypothesize that high spatial-ability users will benefit greatly from representations which merge textual and visual forms, as they are more likely to possess the ability to effectively utilize both representations.
3.5.1 Design

To test our hypotheses, we present the Text\textsubscript{diseaseX} condition from Experiment 1, using a variety of representations. Our intent was to manipulate the total amount of information presented, as well as the coupling between the problem text and visual representation. Consistent with Text\textsubscript{diseaseX}, each condition in Experiment 2 began with an introductory narrative:

There is a newly discovered disease, Disease X, which is transmitted by a bacterial infection found in the population. There is a test to detect whether or not a person has the disease, but it is not perfect. Here is some information about the current research on Disease X and efforts to test for the infection that causes it.

The format of the questions asked were also consistent with the Text\textsubscript{diseaseX}:

(a) How many people will test positive? 

(b) Of those who test positive, how many will actually have the disease? 

3.5.1.1 Conditions

There were a total of 6 conditions which were randomly assigned to our participants (see Table 3.3 for the exact stimuli).

Control-Text As the name suggests, this is our control condition and uses the same text format as was presented in the Text\textsubscript{diseaseX} condition of Experiment 1.

Complete-Text In this condition, the text is expanded to present all possible relationships and framings of the problem, which is a common affordance of visualizations. It is important to note that the text still presents the same amount of information as Control-Text (i.e. the base rate, the true positive rate, the false positive rate, the false negative rate and the true negative rate), however, it presents the data both with respect to having the disease and being tested positive (see Table 3.3 Complete-Text).

Structured-Text Here, we further improve the text by integrating another affordance of visualizations. Like Complete-Text, the text in this condition enumerates all possible
relationships and framings of the problem, however, we enhanced the text by adding visual cues to the representation. Instead of using long-form paragraphs, we used indentation to clarify relationships. Similar to spreadsheets of raw data, the spatialization of the information makes the relationships more apparent.

**Vis-Only** With this condition, we establish a baseline for using visualizations. With the exception of the introductory narrative mentioned above, there is no additional text in this condition.

While researchers have investigated numerous visualization designs for representing Bayesian reasoning (see Section 3.2), there is still no consensus on which is best. In fact, recent research in the visualization community comparing the effectiveness of 6 different visualization designs found no significant difference between them [114].

That said, for this visualization-only condition, we chose to represent the information using an icon array visualization (see Table 3.3). A number of researchers have explored their utility for risk communication and Bayesian reasoning [13, 52, 54, 63, 66, 89, 114, 123, 144] and icon-arrays are often used in the medical community for representing risk information.

The specific icon-array used in this work consists of a 5 by 20 grid of anthropomorphic figures. We adapted a sequential layout for the different sets (as opposed to a random layout which has been previously used for representing uncertainty [63]) and we used in-place labeling for ease of reference. This is similar to the design used by Brase [13].

**Control+Vis** Mirroring prior work [13, 114, 123] that investigated the utility of adding visualization designs to Bayesian problems, here we simply added a visualization to our control text-only representation. The information for this condition is represented using both the Control-Text description and the icon array visualization from Vis-Only.

**Storyboarding** This condition was designed to simplify Bayesian reasoning by gradually integrating the textual and visual components of Control+Vis. Such storytelling tech-
Table 3.4: Demographics for Experiment 2

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>N</strong></td>
<td>377</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td>Female: 34.2%, Male: 65%, Unspecified: .8%</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td>High School: 22.3%, College: 51.5%, Graduate School: 19.6%, Professional School: 4.2%, Ph.D.: 1.6%, Postdoctoral: .5%, Unspecified: .3%</td>
</tr>
<tr>
<td><strong>Trained</strong></td>
<td>Yes: 12.2%, No: 87.5%, Unspecified: .3%</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td>$\mu$: 31, $\sigma$: 9.87, Range: 18 to 65</td>
</tr>
<tr>
<td><strong>Spatial Ability</strong></td>
<td>$\mu$: 8.60, $\sigma$: 5.25, Range: -3.75 to 20</td>
</tr>
<tr>
<td><strong>Numeracy</strong></td>
<td>$\mu$: 4.23, $\sigma$: 1.22, Range: 0 to 6</td>
</tr>
</tbody>
</table>

"Participants received statistics training techniques are becoming increasingly popular in recent years [75, 76, 145] and have even been recently referred to as “the next step for visualization” [98].

For our Storyboarding design, no information was added, but the information is presented sequentially, allowing for temporal processing. The text shown in this condition is exactly the same as Control-Text and the final visualization is the same as Vis-Only.

### 3.5.1.2 Cognitive Ability Measures

We measured participants’ spatial ability using the paper folding test (VZ-2) from Ekstrom, French, & Hardon [42]. This survey consists of 2 3-minute sessions with 10 questions each. A similar version of the test has been used as a standard technique to compare spatial ability to Bayesian reasoning skills in other studies [88, 114]. Consistent with prior work [88, 114], a participant’s spatial ability score was calculated by summing the number of correct answers minus the total number of incorrect answers divided by four.

Consistent with prior studies investigating the effectiveness of Bayesian reasoning problem representations [54, 89, 114], we measured participants’ numerical skills. This was measured using Brown et al.’s 6-question test [16]. Prior research has demonstrated a correlation between numerical skills and understanding natural frequencies [22] and numerical skills has been shown to correlate with one’s ability to understand medical risk information [16, 138].
3.5.1.3 Participants

We recruited 377 participants (61-65 per condition) via Amazon’s Mechanical Turk who had not completed Experiment 1. The recruitment and remuneration techniques used for this experiment follows that of Experiment 1 (see Section 3.4.1.1). Table 3.4 summarizes our participants’ demographics.

3.5.1.4 Procedure

The procedure for this experiment also follows that of Experiment 1 (see Section 3.4.1.2) except for the following changes. After the main tasks, in addition to the demographics survey, participants completed VZ-2 to measure spatial ability and the numerical skill survey.

3.5.2 Hypotheses

Following our high-level claims that text complexity, visual representation, and spatial ability affect accuracy on Bayesian reasoning, we form the following hypotheses:

**H1** Prior work shows no performance increase when visualizations are simply appended to existing text representations [114]. Therefore, removing the textual description completely from the visualization condition will mitigate this effect and Vis-Only will be more effective than Control-Text and Control+Vis.

**H2** Since participants are given an increased amount of information in the text, users will perform better on Structured-Text and Complete-Text than on Control-Text.

**H3** High spatial-ability users will perform better overall than low spatial-ability users. In the absence of a visualization, we expect that high spatial-ability users will be better able at mentally constructing a visual representation than low spatial-ability users. Additionally, we expect that high spatial-ability users will more easily create connections between the text and visual representations when they are presented together than low spatial-ability users.

**H4** Designs that include both text and vis (Storyboarding, Control+Vis) will require higher spatial ability than text-only designs (Complete-Text, Structured-Text) and Vis-Only.
3.5.3 Results

While recent work [114] has advocated for a more continuous or fine-grained approach to assessing users’ accuracy on Bayesian reasoning tasks (for instance, reporting the differences between users’ responses and correct answers in terms of a log ratio), we report our accuracies in terms of the percentages of correct exact answers. Choosing this binary approach of assessing accuracy has two advantages: (1) it allows us to directly compare our results across the prior body of work as they have all (including [114]) reported their accuracies similarly, and (2) this course-grained approach is especially user-friendly for comparing representations with substantial accuracies as seen in the subsequent sections.

Consistent with Experiment 1, the proceeding analyses focus only on participants who answered both questions correctly (see Section 3.5.1 for the exact questions asked). In an effort to further simulate a lay population, our analysis excluded participants who reported to have had statistical training.

3.5.3.1 Accuracy Across Designs

Across all conditions, the average accuracy was remarkably high; 63% of the participants correctly answered both questions. Figure 3.2 summarizes the accuracies across all conditions. Complete-Text, Structured-Text and Vis-Only yielded the highest overall accuracies ranging from 71% to 77%. Along with Control-Text, Storyboarding yielded the lowest overall accuracies with only 51% and 49% respectively of the participants responding correctly to the questions.

We performed a chi-square analysis to test for differences in accuracy across the six conditions. The test revealed that the percentage of participants who correctly answered both questions differed by design ($\chi^2(5, N= 330) = 17.2, p = 0.004$). We then performed all pairwise chi-square tests with a Bonferroni adjusted alpha ($\alpha = 0.003$) to identify the specific designs that deferred. The analysis revealed a significant differences between only Storyboarding and Structured-Text ($\chi^2(1, 114) = 8.8, p < 0.003$).

We found no significant difference in accuracy between Control-Text and Vis-Only, and we found no difference in accuracy among Control-Text, Complete-Text and Structured-
Text. Consistent with prior findings [114, 123], we also found no significant difference between the Control-Text and Control+Vis conditions. This suggests that under the studied conditions, using visualizations (with or without textual information) and increasing the amount of explicit textual information in text-only designs did not improve performance, thereby rejecting both H1 and H2.

Figure 3.2: Accuracies across all conditions. We found that participants were most accurate with Structured-Text, Complete-Text and Vis-Only.

3.5.3.2 Spatial Ability and Accuracy

To test our hypothesis that spatial ability affects participants’ capacity to extract information from the different representations, we performed a binary logistic regression to predict participants who correctly answered both questions using their spatial abilities score as a predictor. A test of the resulting model against the constant model was statistically significant at $p < 0.001$, indicating that spatial ability highly correlates with participants’ ability to answer the questions accurately. Prediction success overall was 71.5% (87.1% for predicting those who responded correctly and 44.6% for predicting those who responded incorrectly).

For a more specific analysis, we split users into two groups (spatial_{low} and spatial_{high}) based on a median split of their spatial abilities scores (spatial_{low} < 9, N = 170 and spatial_{high} >= 9, N = 160). Confirming H3, the overall accuracy for the spatial_{high} group was 78.8% while
spatial was 46.9\%. Figure 3.3 summarizes the groups’ accuracies for each of the six conditions.

We then performed separate chi-square analyses testing for significant differences between the accuracies of the six conditions for the spatial group and the spatial group. The chi-square test for the spatial group was significant ($\chi^2(5, N = 170) = 26.3, p < 0.001$) and multiple comparisons with the Bonferroni adjusted alpha ($\alpha = 0.003$) revealed significant differences between:

- Control-Text & Complete-Text ($\chi^2(1, N=63) = 8.8, p < 0.003$)
- Control-Text & Structured-Text ($\chi^2(1, N=54) = 12.7, p < 0.001$)
- Control-Text & Vis-Only ($\chi^2(1, N=57) = 11.07, p < 0.001$)
- Structured-Text & Storyboarding ($\chi^2(1, N=65) = 13.5, p < 0.001$)

These results indicate that for the spatial group, Structured-Text, Complete-Text, and Vis-Only resulted in improved performance over our control condition (Control-Text), confirming H2 and partially supporting H1. More generally, the results imply that spatial ability must be considered when evaluating the effectiveness of Bayesian reasoning designs.

Performing a similar analysis with the spatial group, we found no significant difference between the accuracies for the six conditions ($\chi^2(5, N= 160) = 6.5, p = 0.262$). This
indicates that the accuracies for the spatial\textsubscript{low} group were similar across all conditions, suggesting that the proposed designs were ineffective for low spatial-ability users.

Figure 3.4: Histograms showing the distribution of spatial ability scores for participants who correctly answered both questions across the six conditions. The graphs provide preliminary evidence that Complete-Text and Storyboarding may require higher spatial ability to use them.

### 3.5.3.3 Spatial Ability Across Designs

Given our findings that participants’ spatial ability affects their likelihood of correctly answering the question prompts using a given representation, we hypothesize that we can now use spatial ability as a tool for ranking representations based on their complexity. In particular, we use spatial ability as a proxy for measuring and comparing the extraneous cognitive load necessary to effectively use each representation. Figure 3.4 shows the distribution for spatial ability scores for the correct users on the six conditions.

Prior to our analysis, we removed two outliers whose spatial ability score was more than two standard deviations from the mean score for their respective conditions. We then conducted a one-way Analysis of Variance (ANOVA) to test for differences between the spatial ability scores of participants who correctly answered both questions for each of the six conditions. Our model was statistically significant ($F(5, 206) = 2.57, p = 0.028$)
suggesting that the spatial ability scores differed across conditions.

Post hoc comparisons using Fisher’s least significant difference (LSD) indicated that the mean scores of the following conditions differed significantly:

- Control-Text & Control+Vis ($p = 0.042$)
- Complete-Text & Control+Vis ($p = 0.005$)
- Storyboarding & Control+Vis ($p = 0.002$)

This finding supports our hypothesis that some representations may require higher spatial ability to use them. However, we partially reject H4. Control+Vis had the lowest average indicating that this representing may be most suitable for users with lower spatial ability. Conversely, we found that the average spatial ability score for correct users on Storyboarding was higher than all other conditions, suggesting that Storyboarding was the most difficult representation to use.

3.5.4 Discussion

The results of our Experiment 1 demonstrated how phrasing of Bayesian problems can influence performance. In Experiment 2, we examined whether we could improve problem representations by enhancing text or combining it with visualization. In an effort to bridge the information gap between text and visual representations, we studied text-only representations that clarified information that usually is more easily seen in a visualization. Our Complete-Text design sought to decrease this information gap by enumerating all probability relationships in the text and our Structured-Text design used indentations to visualize these relationships. Still, when spatial ability was not considered, we found that adding more information did not benefit users.

We observed similar results with our visualization conditions. Although we hypothesized that the Vis-Only design would be more effective than Control-Text and Control+Vis, our results did not support this hypothesis. Again, when spatial ability was not considered, adding visualizations (with or without textual information) did not improve performance. However, a closer examination of our results adds nuance to this finding when individual differences are considered.
3.5.4.1 Spatial Ability Matters

While the lack of overall difference across conditions was unexpected, factoring in the effect of spatial ability helped shed light on these findings. Across all visualizations, spatial ability was a significant indicator of accuracy and completion times. We found that users with low spatial ability generally performed poorly; the accuracy of high spatial-ability users was far higher than the accuracy of low spatial-ability users (78.8% v. 46.9%). Relative to the Control-Text condition, for high spatial users, the Structured-Text, Complete-Text and Vis-Only designs were extremely effective, yielding accuracies of 100%, 90% and 96% respectively. These unprecedented accuracies suggest that, for users with high spatial ability, these designs can solve the problem of Bayesian reasoning. However, it is interesting to note that effective designs were “pure” designs (i.e., they did not combine text and visualizations). This finding contradicts prior work in Psychology which demonstrates a multimedia advantage (i.e. providing both text and visual representation) for comprehension and memory [17].

3.5.4.2 Text+Vis Interference

For high spatial-ability users, we found that representations that combined text and visualization (Control+Vis, Storyboarding) actually impeded users’ understanding of conditional probability when compared to text-only (Complete-Text, Structured-Text) or Vis-Only conditions. Despite the fact that high spatial-ability users performed comparatively poorly with the Control+Vis design (accuracy decreased by nearly 30% when compared to Complete-Text, Structured-Text, and Vis-Only), such disparity in accuracy was not observed with low spatial ability users using Control+Vis. One possible explanation relies on considering the problem as a mental modeling task. Users with low spatial ability may have simply chosen the representation in Control+Vis (text or visualization) that best fit their understanding of the problem. On the contrary, high spatial-ability users may have attempted (and failed) to integrate the text and visualization representations in order to find the correct answer. This hypothesis would be in line with Kellen’s [89] hypothesis that text and visual representations in a complex problem may compete for the same mental resources, increasing
the likelihood of errors.

The Storyboarding design proved to be an enormous obstacle for the user. Performing analysis to investigate the spatial ability scores required to successfully extract information from the six designs revealed that Storyboarding demand higher spatial ability scores than the other designs. While it is intended to gradually guide users through the Bayesian reasoning problem, the different steps may have inadvertently introduced distractors to the information that the user is truly looking for and/or forced users into a linear style of reasoning that was incongruent with their mental model of the problem. This added complexity increased cognitive load to a point that accuracy for all users suffered.

Still, such storytelling techniques have been shown to be effective for communicating real world data [75, 76, 98, 145]. The tasks in this study, however, go beyond typical information dissemination, as users had to understand information known to be inherently challenging for most people. Future work could investigate the utility of storytelling techniques for similar reasoning tasks.

3.6 Summary

Effectively communicating Bayesian reasoning has been an open challenge for many decades, and existing work is sparse and sometimes contradictory. In this chapter we presented results from two experiments that help explain the factors affecting how text and visual representations contribute to performance on Bayesian problems. With our first experiment, we showed that the wording of text-only representations can significantly impact users’ accuracies and may partly be responsible for the poor or inconsistent findings observed by prior work.

Our second experiment examined the effects of spatial ability on Bayesian reasoning tasks and analyzed performance with a variety of text and visualization conditions. We found that spatial ability significantly affected users ability to use different Bayesian reasoning representations. Compared to high spatial-ability users, low spatial-ability users tended to struggle with Bayesian reasoning representations. In fact, high spatial-ability users were almost two times more likely to answer correctly than low spatial-ability users. Addition-
ally, we found that text-only or visualization-only designs were more effective than those which blend text and visualization.

Ultimately, our results not only shed light on how problem representation (both in text phrasing and combining text and visualization) can affect Bayesian reasoning, but also question whether one-size-fits-all visualizations are ideal. Further study is needed to clarify how best to either adapt visualizations or provide customization options to serve users with different needs. The results from these studies can be used for real-world information displays targeted to help people better understand probabilistic information. They also provide a set of benchmark problem framings that can be used for more comparable future evaluations of visualizations for Bayesian reasoning. Further work in this domain can have significant impact on pressing issues in the medical communication field and other domains where probabilistic reasoning is critical.

3.7 Dataset

To facilitate future work, participants’ data are made available at: http://github.com/TuftsVALT/Bayes.
Chapter 4

Personality and Performance on Visualizations

This chapter is based on the paper:

Caroline Ziemkiewicz, Alvitta Ottley, R. Jordan Crouser, Ashley Rye Yauilla, Sara L. Su, William Ribarsky, and Remco Chang. How Visualization Layout Relates to Locus of Control and Other Personality Factors. In Visualization and Computer Graphics, IEEE Transactions on, 19(7) pages 1109-1121. 2013 [177]. This is joint work with Caroline Ziemkiewicz. My specific contributions included: performed data analysis, and co-wrote paper.

The work presented in Chapter 3 provides empirical evidence of the impact of individual differences on a real-world reasoning task with visualizations. It showed that a user’s spatial ability is a mediating factor, and that spatial ability can be a used as a predictor of performance across different representations of a Bayesian reasoning problem. Furthermore, we saw that none of the tested conditions were ideal for all users, highlighting the importance of tailoring designs to individuals. In this chapter, we extend this work by investigating other individual differences that may impact performance on visualizations.
4.1 Introduction

Recent research indicates that personality plays an important role in performance when using a visualization system [59] and that measures of some personality traits can serve as predictors of a user’s willingness to adapt their mental model to various visual metaphors [175]. What these findings underscore is the importance of considering individual differences such as users’ personality when designing new visualizations. Given the increasing number of known individual differences that affect performance [59, 60, 65, 105, 174], it is likely that one or more can cause a user to perform less optimally on a visual design.

In this chapter, we investigate the cognitive trait locus of control (LOC) the its effect on user performance with varying data visualization layouts. Recall that locus of control [140] measures the degree to which a person attributes outcomes to themselves (internal locus of control) or to outside forces (external locus of control). Green and Fisher [59] originally found a correlation between locus of control and performance on two real-world data exploration systems. However, the two systems differed on many dimensions, including the use of color, labeling, interaction, and layout style, therefore making it difficult to generalize the findings.

We hypothesize that layout style is the key variable that determines the interaction between locus of control and compatibility with different system designs. The definition of layout here encompasses any differences in the spatial arrangement and presentation of marks in a visualization. This is to be distinguished from differences in the visual encoding, that is, how individual data variables are mapped to individual graphical variables, such as color or size.

To test our hypothesis, we conducted an online study with 240 subjects who varied in their locus of control. Participants are presented with four variations of a hierarchy visualization showing phylogenetic data (Figure 4.2). These designs include a view that employs a list-like organizational structure (V1), a view that presents the hierarchy in a strong containment metaphor (V4), and two designs that lie between these extremes (V2 and V3). We hypothesize that users with a more external locus of control are more willing to adapt their thinking to unfamiliar visual metaphors than those with an internal locus of
Figure 4.1: The two interfaces used in Green et al.’s study [59] of personality differences in visual analytics use.

control. We show how locus of control can predict performance on inferential task questions using these interface designs. Specifically, we test the hypothesis that an individual with a more internal locus of control will show a performance decrease when using layouts with a strong containment metaphor, while those with a more external locus of control will not show this decrease. Our findings can inform the design of visualization interfaces adapted to an individual’s needs.
4.2 Background

Green et al.’s work studied the effect of locus of control and other personality dimensions on both procedural and inferential learning in a GVis, a visual analytics interface (Figure 4.1(a)) versus NCBI Map Viewer, a more traditional web interface (Figure 4.1(b)). The procedural tasks they studied involved searching for a specific piece of information in a genomic database, while inferential tasks were those in which a user had to make a more open-ended comparison between two items. In both cases, the tasks were prompted by questions of the kind found in a typical usability study. The findings from both experiments suggested that the web table interface was more conducive to answering procedural questions and the findings from their first experiment suggest that the visual interface is more conducive to answering inferential questions.

In the first experiment, they found that participants with an external locus of control completed inferential tasks more quickly than those with an internal locus of control. This effect was more pronounced in GVis. In the second experiment, they studied only procedural tasks and found that, in contrast to inferential tasks, those with an internal locus of control completed procedural tasks more quickly.

In this chapter, we build upon these findings by seeking to isolate the factors of the interface structure that cause the different effects between those with an internal or external locus of control. The amount of data we have about how different user types react to different interfaces is rapidly increasing. Our goal as visualization researchers is to make sense of this data within the context of models of the user. In order to apply this knowledge to improve design, we need to know not just what differences exist between users, but why.

4.3 Experiment

Research by Green et al. [59, 60] suggests that locus of control influences an individual’s use of a complex visualization system. However, it seems counterintuitive that a personality trait with no known connection to visual or spatial ability should have any consistent influence over such a complex relationship. We propose that rather than an interaction between
between locus of control and specific complex visualizations, the observed pattern may in fact be a correlation between locus of control and visual layout.

For example, consider the nested circles used in the GVis system from work by Green et al. [59, 60]; these structural elements are visually dominant due to their unusual shape and large size with respect to the surrounding textual elements. In contrast, Map Viewer uses a more subtle indentation-based structural expression which is dominated by text. Apart from using different visual encodings and interaction styles, these two designs represent significantly different visual layouts of the same underlying data. Exploring how those layouts differ may help explain why locus of control interacts significantly with them.

To more closely investigate this correlation, we conduct a comparable study in which the test visualizations are more tightly controlled. We restrict the variation between our four test interfaces to visual layout style, holding interaction metaphor and visual encoding consistent across all interfaces. We hypothesize that, even under this simplified
setting, participants with a more internal LOC will have difficulty with layouts that depend on a strong containment metaphor, while participants with a more external LOC will show a greater willingness to adapt to a variety of visual layouts.

To test this hypothesis, we performed a user study in which participants were asked to answer search and inferential questions about data in four simple hierarchy visualizations (Figure 4.2). Like Green et al., we measured personality traits of the participants beforehand in order to test whether Locus of Control affects a participant’s ability to use these visualizations. The four views were designed to express an increasingly visually explicit containment metaphor for the hierarchy, ranging from a list-like view that only used indentation to show hierarchical structure to a view that used large nested rectangles.

Green et al. [59] used two real-world systems in their work, which has the benefit of providing a realistic testing environment. However, this also makes it difficult to isolate exactly which aspects of the two designs prompted the differing user behavior they found. As the long-term goal of this work is to assist designers in choosing how to display information for varying user types, knowing exactly which elements of the design should be altered is vitally important. Therefore, our intention in designing the visualizations used in our study was, as much as possible, to isolate the factor of layout style which we hypothesized to be the key to these differences.

Before viewing the data, each participant was given a personality test, including the Locus of Control Inventory [140]. Each participant was then presented with a series of tasks to perform on each visualization. The order in which the visualizations were presented was randomized, and the user’s ability to successfully accomplish tasks using each visualization was then recorded.

4.3.1 Participants

We recruited 240 participants over Amazon’s Mechanical Turk service. Altogether, it took approximately two days to collect data from all participants. Of the 240 participants, four did not report their age or gender. Of the rest, there were 124 males and 112 females. Self-reported age ranged from 18 to 62, with a mean of 26.7 (σ = 9.5). Our participants reported an average Locus of Control score of 3.61 (σ = .59). This is slightly lower than
scores reported in other publications that use this particular scale [62, 102]. For example, Lapierre and Allen [102] find a mean Locus of Control of 4.03 ($\sigma = .61$) for a participant pool of 205 employees in various professions. This difference may reflect the broader demographics of Mechanical Turk workers versus participants in traditional psychological studies. Locus of control in particular is often studied in the context of work or education, meaning the participants in these studies may have different educational or economic backgrounds than the general population. However, as we did not collect such demographics from our participants, we can only speculate on this point.

4.3.2 Materials

Participants were initially given two questionnaires to measure the aspects of their personality which are relevant to our hypotheses: a scale to measure the Big Five personality dimensions of Extraversion and Neuroticism and a Locus of Control scale to measure the degree to which they see themselves as in control of or controlled by external events. Both scales were taken from the International Personality Inventory Pool [57] and were combined to form a 40-question survey. Neuroticism and Extraversion were included for comparison with Green et al.’s results, but are not the focus of the current analysis.

Green et al.’s study used two fully functional data exploration systems with many differences between them. For our study, we wish to isolate as much as possible the variable of layout style, and so we created a set of four very specific visualizations (Figure 4.2). The first of these, V1 (Figure 4.2(a)) displays a tree in a simplified Windows Explorer style, using only indentation to indicate hierarchical relationships. This is representationally similar to the webpage organization used by Map Viewer in Green et al.’s work. The fourth view, V4 (Figure 4.2(d)) uses a nested boxes display that relies heavily on the visual metaphor of hierarchy as containment [178]. Although it uses rectangles rather than circles and a very different interaction style, this view is representationally similar to the nested bubbles of the GVIs visual analytics system.

Between these two extremes, we designed two intermediate views. V2 (Figure 4.2(b)) is very similar to the indentation style of V1, but adds borders around the tree nodes to suggest a containment metaphor. V3 (Figure 4.2(c)) breaks the strictly vertical layout style
used in V1 in favor of a horizontal layout closer to that used in V4, but still employs indentation to organize the levels of the hierarchy. These views are intended to provide cases that interpolate between the two layout styles used in Green et al.

Our use of such simplified views may raise the concern that our results do not directly apply to more realistic visual analytics scenarios. However, since we are partially attempting to replicate results from a study that employed real-world analysis systems, we feel this approach is complementary to previous work. If our results are similar to those found by Green et al, it would demonstrate that this simplification still maintains the important differences between the systems used in their study.

Furthermore, if a trend can be found to increase from V1 to V4, it would show that our intermediate views do indeed capture the major differences between the two views. Since the intermediate views primarily differ in the degree to which they express either a list-like or containment metaphor, this could support our argument that the finding is largely based on the different user groups’ willingness to adapt to one metaphor over the other. That said, layout is a complex factor that by nature is made up of many dimensions. While this study design is intended to keep these layout differences as controlled as possible, there are like other aspects of the layout, such as data-ink ratio or size of visual elements, which cannot be entirely ruled out as factors. Nonetheless, this study design can at least test whether layout factors in general can lead to a locus of control effect without differences in visual encoding or interaction.

Apart from these specific design differences, we attempted as much as possible to maintain consistency between the four views. They all use the same font size and folder icons. Each visualization also has the same interaction style, based on a collapsing folders metaphor such as that seen in a standard desktop file system. This may somewhat bias the results in favor of V1, which most closely resembles the interfaces used in file systems. Nonetheless, we argue that maintaining interaction consistency is important enough for isolating design factors that this is worth the tradeoff.

In addition, we implemented the restriction that only one subtree could be open at one time. If a user expanded one branch of the hierarchy and then attempted to expand a node in an unconnected branch, the first branch would automatically collapse. This was
Table 4.1: The size of the four datasets used in the study.

<table>
<thead>
<tr>
<th>Dataset Name</th>
<th>Number of Species</th>
<th>Non-leaf Nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amphibia</td>
<td>92</td>
<td>94</td>
</tr>
<tr>
<td>Aves</td>
<td>112</td>
<td>145</td>
</tr>
<tr>
<td>Eutheria</td>
<td>92</td>
<td>94</td>
</tr>
<tr>
<td>Lepidosauria</td>
<td>99</td>
<td>126</td>
</tr>
</tbody>
</table>

intended to keep the amount of potentially visible information consistent across the four views. Having several subtrees open is fairly easy in V1, which is purely vertical, but it would be difficult or impossible to open an infinite number of subtrees in V4 without making the lower-level nodes too small to display an entire label. Finally, to see genome data about individual species, the participant hovered the mouse over the species name to bring up a tooltip. Our goal with this simple if not necessarily intuitive interaction style was to keep the four views as consistent as possible except in how they visually organize the space.

The datasets presented in these four visualizations were four subsets of the full taxonomic tree from the National Center for Biotechnology Information’s Genome database [118]. Each dataset consists of a phylogenetic tree where the leaf nodes are individual species. At the leaf level, there is some data on the genome mapping data available for that species, such as the date the entry was updated and the number of proteins and genes in the database. This is similar to the data used in Green et al., but does not include all the information found in the Map Viewer subset of the same database. In our case, we chose to show less data at the leaf level in order to present more data overall and more complex trees. The four datasets had, on average, 98.75 leaf nodes (i.e. individual species) and 114.75 non-leaf nodes in the phylogenetic tree. Details for each individual dataset are shown in Table 4.1. There was some variety in the branching factors and overall structure of the trees, although this was not carefully controlled for. However, since the datasets were ultimately balanced with respect to the view types, these differences should not affect our results substantially.

We considered the unfamiliarity of the datasets to be beneficial to our study, since we could trust that participants would need to consult the views in order to answer the task.
Table 4.2: The eight task questions seen in the study.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Question Type</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amphibia</td>
<td>search</td>
<td>Within the classification “Batrachuperus,” which species was most recently updated?</td>
</tr>
<tr>
<td></td>
<td>inferential</td>
<td>Under “Amura,” find the classification “Bufo” and note the subclasses it contains. There is another classification under “Mesobatrachia” that has something notable in common with “Bufo.” Find that classification.</td>
</tr>
<tr>
<td>Aves</td>
<td>search</td>
<td>Under the classification “Falco,” find the species with a “Length” value over 18000.</td>
</tr>
<tr>
<td></td>
<td>inferential</td>
<td>Looking in “Sphenisciformes,” find the classification “Eudyptula” and note the species under it. Now look in “Threskiornithidae” for a classification that has something notable in common with “Eudyptula.”</td>
</tr>
<tr>
<td>Eutheria</td>
<td>search</td>
<td>Within the classification “Tarsius,” find the species which was most recently updated.</td>
</tr>
<tr>
<td></td>
<td>inferential</td>
<td>Under “Caniformia,” find the classification “Canis” and note the subclasses and species it contains. Now find another classification under “Ursidae” that has something notable in common with “Canis.”</td>
</tr>
<tr>
<td>Lepidosauria</td>
<td>search</td>
<td>Under the classification “Bipes,” find the species with the lowest “Length” value.</td>
</tr>
<tr>
<td></td>
<td>inferential</td>
<td>Within “Scincomorpha,” find the classification “Lacerta” and note the species under it. Now look in “Crotalinae” for a classification which has something in common with “Lacerta.”</td>
</tr>
</tbody>
</table>

questions we presented them. Following Green et al. [59], these questions were divided into search tasks and inferential tasks. In both cases, tasks took the form of questions that participants were expected to consult the visualization to answer. This is similar to the methodology used in most visualization evaluation studies. These two question types are meant to represent simple data lookup and more complex analytical tasks, although they are simplified versions of the real-world versions of these tasks. We expect to see more differences in the inferential questions, since these are more likely to require understanding of the structure of a dataset rather than simple navigation ability.

The search questions asked the participants to find a single species within a classification that had a certain property. For example, “Within the classification ‘Batrachuperus,’ which species was most recently updated?” The verbal metaphor for tree structure used in these questions was varied between a levels and containment metaphor, to avoid any potential confound of metaphor compatibility [178]. Participants were asked to write the name of the species they found within a text field. The inferential questions were more open-
ended, asking the participant to find a certain classification, then find another classification in another part of the taxonomy that had something in common with the first. For example:

Under “Anura,” find the classification “Bufo” and note the subclasses it contains. There is another classification under “Mesobatrachi” that has something notable in common with “Bufo.” Find that classification.

This was usually a similar pattern of names or numbers of species that fell under the classification. For example, the classification “Bufo” contained a classification also called “Bufo,” and the correct answer was another classification that contained a child node with the same name as itself. Since correctness may be harder to judge in such a question with a free text response, participants in this case chose their response from a list of four multiple choice answers (as well as a “None of the Above” response). Each dataset was associated with two task questions: one search question and one inferential question. Participants therefore saw eight task questions altogether (Table 4.2).

4.3.3 Procedure

After selecting the study task from the Mechanical Turk website, participants were first asked to fill out the 40-question personality scale by rating each item in the scale from 1 (strongly disagree) to 5 (strongly agree). Once they were done, they read instructions on the main portion of the experiment.

The main portion of the experiment consisted of four sessions, one with each of the four views. The sequence in which participants saw these views was counterbalanced to prevent ordering effects. Each view was randomly associated with one of the four datasets. Each participant saw all four datasets, but they appeared with equal probability in all four views.

When they first saw the visualization, participants were asked to familiarize themselves with it for as long as they wanted. When they were done, they clicked on a button labeled “Start” and were presented with the search question. They again had as long as they needed to interact with the visualization and find the answer. When they were satisfied with their answer, they clicked on a “Ready to Answer” button and were presented with a text
field to fill in their answer. At this point, interaction with the visualization was locked. The purpose of this was to separate response time into the actual interaction time, without the time needed to type in the answer.

After answering the search question, the participant was presented with the inferential question for the same dataset. We presented the questions in this order since the inferential questions are naturally more difficult than the search tasks, and answering the search question would presumably give the user time to learn the basics of navigating the interface. The procedure for the inferential question was the same as for the search question, except that participants were presented with a set of multiple choice responses instead of a text field. These responses were presented in random order and were not visible during the interaction period.

Once both questions were answered, participants were shown a brief four-question preference survey on how much they liked the visualization. This survey included statements such as, “The system was easy to use,” and “I enjoyed using this system.” As in the personality scales, participants rated how much they agreed with each of these statements on a five-point scale. After completing all four visualization sessions, participants were asked to provide their age, gender, and any comments about the study in a form on the Mechanical Turk site.

We measured the time a participant took in their initial training period, the time taken in the interaction period, and the time taken to record their response, as well as whether their response was correct or incorrect. In addition, we calculated each participant’s Locus of Control based on their personality scale responses, and averaged their preference survey responses to generate a Preference Score for each of the visualizations they used.

4.4 Results

Our task questions proved to be quite difficult, with an overall accuracy of 68.6% correct responses on search tasks and 47.1% on inferential tasks. This difficulty, and the large amount of time spent interacting with the views, should be kept in mind when interpreting the fol-
owing results. Across all participants and question types, no view condition was more or less difficult in terms of accuracy ($\chi^2(3, N = 1919) = 3.7, p = .29$) or correct response time ($F(3, 1109) = .57, p = .63$). As our primary interest is in how these results varied with a participant’s personality scores, further analysis focuses on participants grouped by personality type. Generally, we found support for our hypothesis that participants with a more internal LOC would have more difficulty with views more similar to V4. While we found that participants with a more external LOC did perform very well with V4, we did not find a corresponding trend in which they performed more poorly on views similar to V1.

### 4.4.1 Effects of Locus of Control

We initially divided participants into three groups based on their score on the Locus of Control scale. Participants with a score lower than one standard deviation from the mean (i.e. less than 3.01) were classified as external LOC users. Those with a score greater than one standard deviation from the mean (i.e. greater than 4.21) were classified as internal LOC users. The rest were classified as average LOC users.

The independent variables we analyzed to test our hypothesis were Question Type (search task versus inferential task), View Condition (V1, V2, V3, or V4), and LOC Group (external, average, or internal). Our overall model was therefore a 2x4x3 Univariate Analysis of Variance (ANOVA). This overall model was significant for the variable of Correct Response Time ($F(23, 1109) = 10.67, p < .01$). Correct Response Time only included correct responses, and represents only the time that a participant spent interacting with the view, not the time spent writing or choosing her response.

In addition, there were significant main effects of question type ($F(1, 1109) = 158.86, p < .01$) and Locus of Control ($F(2, 1109) = 5.38, p < .01$). Unsurprisingly, search questions were answered faster than the more difficult inferential questions. Overall, internal LOC participants were slower at answering questions correctly ($M = 183.4$ seconds, $\sigma = 11.6$) than external LOC participants ($M = 147.9$ seconds, $\sigma = 10.3$). There was also a significant interaction between view condition and question type ($F(3, 1109) = 3.01, p < .05$) and between question type and LOC group ($F(2, 1086) = 5.93, p < .01$). The reason for the latter is that internal LOC participants are much slower than the others on
Figure 4.3: Response time for correct answers only across the four view conditions and three Locus of Control (LOC) groups. Participants with a highly internal LOC, who see themselves as in control of external events, were much slower than other participants at answering question in V4, a visualization that uses a strong nested-boxes visual metaphor. Participants with a highly external LOC, who see themselves as controlled by outside events, are relatively more likely to perform quickly on V4.

inferential tasks, but are the same speed when answering search tasks. The source of the interaction between view and question type is that, while inferential questions were answered more slowly than search questions in all views, this difference was significantly larger in V3. For inferential questions, V3 produced the slowest response times of all views, while it produced the fastest for search tasks.

The results relevant to our main hypothesis are summarized in Figure 4.3. We found that participants with an external LOC answer questions in V4 (the nested boxes) faster than other participants, although they answer questions in V1 faster as well. Internal LOC participants show a clear trend of slower performance from V1 to V4, although there is no distinction for these participants between V3 and V4. Average LOC participants show
View Condition
- V1 (basic tree)
- V2 (bordered tree)
- V3 (indented boxes)
- V4 (nested boxes)

**Figure 4.4:** Percentage of correct answers across the four view conditions for participants grouped by their Locus of Control score. Participants with a more external locus of control were more accurate overall, while the other groups performed poorly with V4.

no response time difference between the four views.

In addition, we found that raw Locus of Control score correlates significantly with correct response time on nested boxes but no other condition ($r(104) = .23, p < .05$). For search tasks, there was no significant response time difference for any participants between the four views.

To test overall accuracy, we used a Pearson’s chi-square test on correctness and grouped Locus of Control. Participants with an external LOC answered more questions correctly overall ($\chi^2(2, N = 1919) = 7.7, p < .05$), possibly due to their better performance on conditions V3 and V4. These results are summarized in Figure 4.4.

### 4.4.2 Results by Big Five Personality Factors

As with Locus of Control, we divided participants into high, low, and average groups for both Extraversion and Neuroticism using one standard deviation from the mean as dividing
Figure 4.5: Percentage of correct answers in both question types across the four view conditions for participants grouped by their neuroticism score. More neurotic participants performed more accurately with visualizations that used a more container-like layout, while participants in other groups displayed the opposite trend.

points. This split participants into three groups based on Extraversion: introverted (less than 2.29), average extraversion, and extraverted (greater than 3.86). For Neuroticism, these groups were low neuroticism (less than 2.02), average neuroticism, and high neuroticism (greater than 3.53).

We found no overall effects of either of the two Big Five measures on correct response time. As with LOC, we used a Pearson's chi-square test on correctness and grouped personality type to test differences in accuracy. Introverts were more accurate across all four views and both question types than extraverts ($\chi^2(2, N = 1919) = 35.15, p < .001$) A similar effect was found for participants with high Neuroticism scores ($\chi^2(2, N = 1919) = 9.24, p < .01$).

In addition, highly neurotic participants were significantly more accurate than the other groups in the high-structure V4 condition ($\chi^2(2, N = 1919) = 6.12, p < .05$). In general, the more neurotic participants seemed to answer a higher percentage of questions
accurately as views became more container like, while the other groups showed the opposite trend (Fig. 4.5). There was no equivalent significant effect for extraversion. Additionally, unlike Green and Fisher [59], we found no effect of either extraversion or neuroticism on response time for search tasks.

4.4.3 Other findings

In addition to the personality variables that we measured, we analyzed our results based on the demographics and preference information we collected from participants. According to a repeated measures ANOVA on the preference scores for each visualization, V1 and V2 were rated significantly more positively than V3 and V4 ($F(3, 1109) = 15.09, p < .001$). These preference ratings displayed no significant correlation with accuracy or response time. There was also no relationship between locus of control and preference ratings for any of the four views.

Female participants answered more questions correctly than male participants ($t(231) = -2.31, p < .05$). We found that the age of participants correlated positively with overall response time ($r(1, 893) = .13, p < .001$), so that older participants took more time interacting with the interfaces. Age had no effect, however, on accuracy, and did not correlate with any of the personality measures. In the following sections, we will discuss these implications of these findings for our hypothesis and for visualization design in general.

4.5 General Discussion

Through this study, we demonstrated previously reported effects of locus of control in a simplified design that isolates layout style. This supports our main hypothesis that the way visual elements are spatially arranged is a significant factor of design that interacts with locus of control. This also clarifies the earlier findings and suggests an explanation for this effect rooted in the relationship between locus of control and use of external representations.
4.5.1 Replication and Expansion of Previous Findings

Our results replicated those of Green et al. [59] in some cases but not completely. Error rates across the two experimental designs are not directly comparable, as in their case, participants were allowed to try as many times as needed to answer a question correctly, with each mistake recorded as an error. However, in both our study and theirs, we found that participants made more errors overall in the containment-metaphor visualization than in the more list-like view (V1 in our case, Map Viewer in theirs). More significantly, in both our work and theirs, participants with an external LOC responded faster to inferential questions than did participants with an internal LOC, particularly in a visualization with a containment-based visual metaphor (V4 in our case, GVis in theirs).

Together, these two sets of findings provide evidence that the effect of locus of control on visualization use is a robust one. Users with either an internal or external locus of control show performance differences in general on data exploration tasks, and additionally, each group performs better with different visualization styles. This suggests that locus of control is a variable that merits further study, and that personality differences are a valuable topic of research in visualization.

In general, we did not replicate their findings on search question response times. They found that internal LOC participants responded faster to search questions in GVis. However, their completion times for these tasks included any incorrect responses and subsequent guesses made by participants, so for these questions our response times are not directly comparable. This was not the case for the inferential questions, where they recorded only the time to make a single response.

Since our search questions were relatively difficult, it is unlikely that the lack of an effect in these questions is only a matter of performance differences not appearing in easier tasks. We speculate that the inferential questions forced the users to think in terms of the structure of the data to a greater degree. The search questions may have simply measured a participant’s ability to navigate the interface quickly, while the inferential questions asked them to characterize parts of the data in an open-ended fashion. Participants may have interpreted these questions in a variety of ways, allowing the structural elements of the
visualization design to play a greater role in their thought process.

Although external LOC participants were faster than other participant groups at answering questions in V4, they were equally fast in V1. This finding does not fit our original hypothesis that internal and external participants prefer different types of visual layouts. It may be that the very high familiarity of tree menus like V1 created a training effect that caused it to break the overall pattern. However, given the evidence, we cannot conclude that external participants perform better with containment views than with list-like views. Rather than a clear trend of group preference, a better interpretation of our results may be that external LOC participants are generally better able to answer inferential types of questions using unusual visualization layouts. An experiment that removes the potential confound of a highly familiar view would be needed to test which interpretation is better supported.

Familiarity may also explain the higher preference scores across all participants for V1 and V2, although it is interesting that there was no correspondence between preference and performance. It is also possible that this lack of a relationship may reflect the fact that our participants were paid a bonus for correct responses, and therefore had an incentive to perform well despite disliking the interface. In any case, people may have felt that V3 and V4 were especially confusing due to their unusual appearance, but they were just as capable of answering questions with these interfaces.

### 4.5.2 Findings on Other Personality Factors

Compared to Green and Fisher [59], we found fewer notable differences between participants categorized by neuroticism or extraversion. In fact, these personality dimensions had no significant effect on response time, which is where the most dramatic effects of locus of control were found. On the other hand, we did find that these dimensions influenced participants accuracy on search tasks.

In the case of neuroticism, our results provide support for Green and Fishers finding that more neurotic participants generally perform better on search tasks with visual interfaces. The highly neurotic participants were significantly more accurate overall, aggregating all four views and both question types. As suggested by Green and Fisher, this may
be explained by the theory that people with more neurotic or trait-anxious personalities tend to be more attentive to problem-solving tasks up to a certain level of complexity [77].

However, we also found that this effect was especially pronounced in the case of V3 and V4, the most container-like of the four views. Notably, the low-neuroticism participants performed more poorly on these two views than on V1 and V2, which likely contributes to the overall relationship between neuroticism and accuracy (Fig. 4.5). This mirrors the findings on locus of control (see Figs. 4.4 and 4.5) and suggests that less neurotic participants, like the more internal ones, are less able to make sense of these types of visual layouts. It is possible that the greater attentiveness of these users makes it easier for them to learn an unfamiliar interface. Lower neuroticism also correlates with a more internal locus of control, and it is possible that the two scales measure similar qualities that both indicate different aspects of a user's unwillingness or inability to adapt to unusual external representations. An alternate explanation is that the neurotic participants may put more pressure on themselves to complete a question correctly rather than abandoning a task due to an unfamiliar visualization.

In the case of extraversion, our results seemingly diverge from Green and Fishers. They found that more extraverted participants responded more quickly to search tasks, and we found that more introverted participants were more accurate on all task types. One possibility is that, under some circumstances, extraverted users respond more quickly but less accurately. That said, we did not find any significant results regarding response time in the current work, so this remains speculative. However, this hypothesis is supported by previous work on introversion and problem solving which finds that more introverted people tend to take more time to think through problems [112]. This extra time may have been particularly helpful in a situation where they had to reason with unfamiliar visual interfaces and data sets.

Since extraversion showed no significant relationship with view type, the overall profile of a participant in our study who performed well with the more containment-like visual layouts is someone who had an external or average locus of control and was highly neurotic. As neuroticism measures emotional stability, and locus of control the degree to which a participant feels in command of situations, these findings may indicate that feeling
somewhat out of control can be an advantage when it comes to making sense of novel visualization designs. It is worth noting that both of these dimensions tend to be negatively correlated with job performance and other practical outcomes [84]. Taken together, this suggests the possibility that persons who struggle with more standard tasks are better suited to thinking with complex visual representations. This possibility warrants further investigation. At the same time, a novel visualization design, while helpful for some users, may be a hindrance to users who already perform a task well using their own methods.

Further work is needed to understand these patterns of users who perform better or more poorly as visual layouts tend toward a strong containment metaphor. It is necessary to examine whether these findings can be generalized beyond this specific task and data type as well as whether they can be generalized to different sets of visual metaphors. Nonetheless, we argue that our findings, particularly those on locus of control, serve as a step toward a better understanding of the externalization theory of visualization and how it works for different types of users.

4.5.3 Locus of Control and External Representations

By isolating the variable of layout style in this study, we have shown that simplified layout changes alone can produce locus of control effects similar to those found in a more realistic user study. This provides evidence that layout is a key factor in mediating this effect, independent of the effects of interaction style, visual encoding, and general differences between traditional interfaces and visual analytic systems. Although the current work does not directly support a causal explanation, we can speculate on why the different layouts we designed interacted with participant locus of control the way they did. We argue that the explanation for the behavior we observed is that participants with an external locus of control are willing to adapt more readily to visualization styles that employ a strong structural metaphor.

The four views in our study range from one (V1) which is dominated by white space and uses subtle visual organization to one (V4) which is dominated by screen elements expressing a visual metaphor of nested boxes. We argue that these views essentially represent a progression from visually implicit hierarchical structure to structure made visually ex-
licit through layout and the use of lines and fills. V1 (Figure 4.2(a)) uses only a single dimension of spatial organization (horizontal indentation) and makes little distinction between leaf nodes and parent nodes. These factors make the hierarchical structure of the data less explicit. For example, two sibling nodes (such as Rhinocerotidae and Equidae in Figure 4.2(a)) can be visually separated to the point that their relationship is not immediately obvious. Because of this, we argue that V1 is the least structurally dominant of the four views.

After V1, each visualization in the sequence adds at least one visual element used to draw attention to the hierarchical structure of the data. The borders in V2 (Figure 4.2(b)) slightly emphasize the nesting of child nodes within parent nodes; for example, Rhinoceros and its two children are clearly grouped. V3 (Figure 4.2(c)) takes this further by highlighting the names of parent nodes and arranging child nodes horizontally to emphasize a spatial metaphor of containment. Finally, V4 (Figure 4.2(d)) gives the parent node a strong visual emphasis with centering and a title bar and collects the child nodes together at the top of the parent to make sibling relationships obvious. This is the least “list-like” of the four views and uses the most “ink” and screen space to express hierarchical relationships.

The connection between this use of explicit visual structure and locus of control may be explained by the body of thought that views visualization as an external mental representation. The field of distributed cognition [70] sees mental processes such as problem solving and memory as relying not only on knowledge stored in the mind, but also on knowledge stored in a person’s environment, in the form of physical objects, information artifacts, and other people. Applying this perspective to visualization, Liu et al. [106] have argued that a primary benefit of visualization is the externalization of information. Externalization makes problem-solving more efficient and accurate by substituting quicker perceptual processes for cognitive processing of information. Furthermore, studies have shown that the form of these representations can influence problem-solving strategies.

Users with an external locus of control are those who expect the outside world to dominate their fate. Taking a distributed cognition approach, it is possible that these users also rely more heavily on outside representations, rather than internal mental representations, when solving problems or making sense of information. Conversely, those with an
internal locus of control may prefer to perform cognitive tasks more internally, relying less on external representations. In general, this makes people with an internal locus of control more adept at problem-solving and learning, as the extensive literature on locus of control has shown. However, it is possible that this same tendency to rely on internal representations may make it more difficult to use the complex external representations found in a visual analytics system.

If this is indeed the case, a visualization with a highly explicit and unfamiliar visual structure may be more jarring for an internal LOC user. Someone with an external locus of control may be more willing by nature to adapt her thinking to the external representation, while the user with an internal locus may be going through a more difficult process of fitting the external representation to her own ideas of what the data is like. Cassidy and Eachus’s work [20], discussed in Section 4.2, implies that the “surface learning” approach taken by external LOC students is academically harmful, and based on well-established findings in locus of control research, this does seem to be the case in general. However, this very tendency to focus on surface structure may be beneficial in the context of learning a new visualization system. Our external LOC participants were just as fast with a novel visualization as they were with the kind of indented list they see on their computer desktop every day. There may be other ways of interpreting these effects, and for now, this is a hypothesis for future research, not a firm conclusion. Nevertheless, this potential ability to make an advantage out of a personality style that is usually considered problematic suggests intriguing future directions in the application of visualization to learning.

Taken together with previous work, these findings contribute to the case for an externalization-based view of how people perform complex tasks with a visualization. Furthermore, they imply that this externalization process varies greatly between people and situations, which may be a significant factor in the difficulty of controlling and interpreting evaluations of visualization systems. We discuss the implications of these findings for design and evaluation in the following section.
4.6 Design Implications

This study and others like it provide mounting evidence that personality and design style can have a significant effect on whether a user accepts a visualization design. It is possible that a user’s personality can serve as shorthand for subtle cognitive style differences that are not easily measureable otherwise, but which gain importance in the exploratory context of visualization use. When we give users a novel visualization, we are essentially asking them to give up some control over their thinking processes. Some users will find this helpful, while others may find it a hindrance. We argue that a visualization designer should have a sense of how willing a given user will be to take on an external representation, and know how to design a visualization that makes it more or less difficult to ignore the structural aspects of that representation.

Based on our findings, a useful guideline for adaptation would be to increase the amount of explicit structure for users that might have a more external locus of control. Users with a very internal LOC will most likely perform best with a visualization style that uses simple spatial organization and minimal borders, outlines, and other grouping elements. In practice, this type of design may correspond to the maximized “data-ink ratio” argued for by Tufte [156]. External LOC users, on the other hand, may perform more efficiently with a visualization style that violates this classic guideline by including more non-functional elements such as borders, fills, and outlines to call attention to a specific information structure. In addition, this type of user may have an easier time working with visualizations that use a two-dimensional spatial layout to organize information.

Although it would usually be impractical to directly measure a user’s locus of control and adapt the visualization accordingly, it is still possible to use this principle to guide design. Our perspective sees locus of control as predicting the degree to which a user will, by innate disposition, prefer her own internal mental models (internal LOC) versus being willing to adapt to an external representation (external LOC). This general principle, then, may apply in other situations where users are likely to prefer a pre-existing mental model or problem-solving process for reasons other than personality. Expert users, for example, may be more resistant to visualizations with highly explicit structure. Likewise, a user group
with a highly standardized analysis process should be given visualizations with a low structural emphasis. A user group which is likely to approach a problem in a more exploratory mode may find it easier to work with a visualization that makes the structural organization of data more explicit.

Visualization, especially in the context of more complex, open-ended problems, involves explorations that can require search, organizing and filtering, inference-building, and iteration in combinations that cannot be predicted beforehand. The results presented in this paper and the design guidelines suggested will be important in the construction of effective visualization tools and methods for this open-ended cognitive process. In addition to telling us something about where adaptation to personality type can be significant, the results tell us where adaptation is less so, permitting the freer use of visual representations and interaction styles determined by other factors. All this will help lead to the development of a model of human reasoning in the presence of automated analysis, which is of central importance to the emerging field of visual analytics.

4.7 Summary

In this chapter, we have contributed findings on how users with different personality types react to varying layout styles used in a hierarchy visualization. We found evidence that systematic differences in layout style can indeed influence a user’s response time and accuracy with different types of visualizations that are informationally equivalent but differ in layout. These findings seem to fit a pattern in which users with a more external locus of control are more efficient at using a visualization which uses a highly explicit visual metaphor than users with a more internal locus of control. We hope that these findings can serve as a step towards better understanding of why subtle differences between users’ personality styles can have a surprising influence on visualization use.
Chapter 5

Manipulating and Controlling for Personality Effects on Visualization Tasks

This chapter is based on the paper:

**Alvitta Ottley, R. Jordan Crouser, Caroline Ziemkiewicz, and Remco Chang.** Manipulating and controlling for personality effects on visualization tasks. In *Information Visualization*, 14(3) pages 223-233. 2015. [122]

Work in the previous chapters demonstrate how individual differences can impact speed and accuracy on visualizations. Given the increasing number of known individual differences that impact interaction, it is likely that one or more cognitive factors will cause a user to perform at less than optimal levels on a visual interface. While we have laid a critical foundation for understanding the role of cognitive processes and individual differences in visualization, concretizing the intuition that each user experiences a visual interface through an individual cognitive lens is only half the battle.

The proposed solution is to calibrate the user interface to each individual by intelligently adapting its design based on passive or explicit user input. Previous work has found
that adaptive systems result in performance or satisfaction gains, when it responds to motor abilities [51], vision [51], or brain sensing [2, 148], among others. However, indiscriminately modifying the design of an interface may prevent the user from establishing a clear mental model of the system, decreasing the user’s effectiveness and increasing feelings of loss of control.

To avoid this pitfall, it is important to have a thorough understanding of the connection between individual differences and performance on visualizations. In this chapter, we borrow techniques from Psychology and we investigate the impact of manipulating users’ personality on observed behavior when using a visualization. We demonstrate how priming techniques can be used to nudge a user’s cognitive state and predictably influence performance. We also discuss design implications and the potential benefits of such a technique.

5.1 Introduction

Researchers in HCI and Psychology have investigated the efficacy of priming an individual’s personality with the intent of temporarily influencing behavior. Studies include using emotionally-charged visual stimuli to inspire creativity [105] and eliciting varying levels of conformity by having users read words with positive or negative connotations [45]. Results indicate that noninvasive priming tasks can result in significant behavioral changes. In light of these findings, we posit that through priming, we may also be able to elicit performance changes when using visualization systems, specifically changes in speed and accuracy.

We focus our study on the effects of priming a well-established personality trait known as locus of control (LOC). Research in personality psychology suggests that an individual’s LOC may vary over time, and may even be intentionally manipulated [48, 83]. We hypothesize that we can significantly influence a user’s speed and accuracy on visualization tasks by using priming techniques. Specifically, we expect that prompting an average user to be more internal will make them exhibit the behavior of internal participants from Chapter 4, and we expect a reverse effect when prompting an average user to be more external. Similarly, we posit that prompting internal participants to be more external and external participants to be more internal will lead to a reduction of differences between the
groups, if not a full reversal of the original effect.

To test our hypothesis, we replicate the experimental design in Chapter 4 using existing priming techniques to manipulate LOC [48]. After priming, we measure users’ performance as they complete search and inferential tasks on two hierarchical visualizations. We recruited three hundred online subjects with varying LOC scores via Amazon’s Mechanical Turk and demonstrate that a small priming task is sufficient to significantly impact performance when performing complex tasks.

5.2 Background

There exist many well-vetted techniques for priming personality factors. For example, Ep-ley et al. used nonconscious priming to elicit conformity to social pressures [45]. Participants were given a scrambled sentence task containing words related to either conformity or rebellion, and were told that they were performing a pilot test. They found that this priming task was sufficient to elicit conformity in a subsequent social scenario. Chalfoun et al. introduced subliminal cues to enhance users’ learning capabilities when using tutoring systems [21]. They found that by including positive cues such as hints to encourage inductive thinking, they were able to increase reasoning ability and improve decision making when solving logic problems.

Lewis et al. studied the effect of affective priming on creativity by having participants choose images for their background when using drawing applications [105]. Participants were asked to select an image from one of the following randomly-assigned sets of priming stimuli: positive (e.g. smiling babies), neutral (e.g. hammers), negative (e.g. images of dead bodies) and control (no image). They found that individuals who were positively primed produced the most creative drawings as well as the highest quantity of drawings, providing evidence that affective priming can have a positive influence on productivity and creativity.

Harrison et al. extended their study of affective priming by measuring its impact on performance using information visualization [65]. Participants were asked to read a short story designed to elicit either positive or negative emotional responses. They were
then asked to perform standard graphical perception tests. The results indicated that positive affective priming can be used to improve accuracy when interpreting certain visualizations [65].

5.2.1 Priming LOC

Similar priming techniques have been used to manipulate the personality trait *locus of control* (LOC). As previously stated, LOC measures the extent to which a person believes that external events are influenced by their own behavior. Using the Rotter construct [140], individuals are scored on a 23-point scale where the extreme high and low ends of the scale are categorized as *internal* and *external*, respectively. Persons who score higher on the scale (*internals*) believe that events are contingent upon their own actions, while persons who score lower on the scale (*externals*) believe that events are controlled by external forces or supernatural beings.

Research in psychology has shown that higher LOC scores correlate with increased effectiveness at work [84], better academic performance [47] and greater ability to cope with stress [4]. A person’s orientation on the locus of control scale also affects their learning style. Cassidy and Eachus [20] showed that internals are more likely to practice deep learning, while externals are more likely to practice surface learning. This implies that there is a relationship between locus of control and general problem solving techniques, which suggests a potential effect of locus of control on problem solving using visualizations.

Fisher et al. [48] used priming to investigate the effects of psychological intervention targeting LOC in persons with disabilities. In this study, patients with chronic lower back pain were randomly primed to score higher (measure more internal) or lower (measure more external) on the LOC scale. Researchers primed participants’ LOC by asking experience recall questions: participants were asked to describe either times when they felt in control (thereby increasing their LOC score) or times they did not feel in control (thereby decreasing their LOC score). They found a significant difference in LOC scores before and after the application of this priming technique. They then assessed patients’ perceived and actual physical ability using a lifting task. They reported that patients who were primed to be more internal spent more time on average performing the lifting task and selected heav-
ier weights than the externally-primed group. Patients primed to be more external were significantly more likely to decline to participate in the lifting task. These results indicate that LOC can be primed using experience recall, and also demonstrates that priming LOC can influence behavior.

5.3 Experiment

To test our hypotheses we replicated the study in Chapter 4, holding constant the views, datasets, and questions to enable us to make accurate comparisons between the two results. We conducted a targeted study extending the prior work by applying the experience recall techniques introduced by Fisher et al. [48] to manipulate participants’ LOC. We measured participants’ baseline LOC prior to the main task using a 23-point Rotter LOC Scale [140] and used this score to assign priming groups:

- Participants who scored higher than 15 (designated internal) were given a task designed to decrease LOC score and assigned to group $I \rightarrow E$. Participants of this group were expected to exhibit performance measures that are similar to the average participants reported in Chapter 4.

- Participants who scored lower than 10 (designated external) were given a task designed to increase LOC score and assigned to the group $E \rightarrow I$. These participants were also expected to exhibit performance measures that are similar to the average participants of the previous study.

- Participants who scored between 10 and 15 (designated average) were randomly given a priming task and assigned to the appropriate group, either $A \rightarrow I$ or $A \rightarrow E$. We anticipated that average users who were primed internal or external, would exhibit performance measures similar to the internal users of the previous study, while those who were primed external would exhibit performance measures similar to the external users.

For simplicity, we used only the most extreme views (see Figure 5.1) presented in Chapter 4, as their results were most compelling for these views. The order in which the
Figure 5.1: The two visualization used in the current study. They were two of the four visualizations designed in Chapter 4. V1 was designed to have a list-like metaphor while V4 was designed to be container-like.
views were presented was randomized, and participants were asked to complete a search and an inferential task for each view.

5.3.1 Participants

We recruited 300 participants via Amazon’s Mechanical Turk service. Mechanical Turk is an online market place that allows individuals to be recruited to complete small tasks for remuneration. Though the service is increasingly being used as a research tool because a large number of diverse participants can be recruited in a short period of time [78, 67], it is not without reservations. There are indeed some factors that may affect the validity of the data gathered from online resources such as vote flooding and lack of incentive for completion [99], but the absence of these factors have heightened the appeal for the use of Mechanical Turk in Human-Computer Interaction and Visualization research. It is especially useful for studies such as this, where there is a ground truth for evaluating the results [91] and incentives can be given for correct responses [99].

Of the 300 recruited, we discarded the results of 71 participants for failure to complete the task as required. Participants’ data were also discarded if their interaction times were impractical (less than 10 seconds) and they also had no correct responses. The average LOC score was 12 on a 23-point scale ($\sigma = 4.49$) and there were 59 externals, 106 users with average LOC and 36 internals.

5.3.2 Materials

Prior to beginning the experiment, each participant was given the a 29-question LOC personality survey. This survey is adapted from Rotter [140] and is comprised of a group of 23 forced-choice questions such that participants must choose either the external or internal response which best describes their belief. The remaining 6 questions are filler questions designed to disguise the purpose of the test. Once complete, a user was scored by counting the number of internal statements selected, with score of 0 meaning extreme external and a score of 23 meaning extreme internal $^1$. The same locus of control test was administered at

$^1$This is reverse scored from the original Rotter survey which counts the number of external responses instead of internal responses.
the end of the experiment to maintain consistency between the scoring.

5.3.2.1 Priming

Participants were assigned to one of two priming tasks which were slight modifications of those used by Fisher et al. [48]. In the first condition, participants were asked to describe times when they felt in control, which was designed to increase their LOC score (shifting their LOC toward internal). In the second condition, participants were asked to recall times when they felt they were not in control, which was designed to lower their LOC score (shifting their LOC toward external). Because our study was conducted via Amazon’s Mechanical Turk, users completed priming tasks by entering at least three free-text examples of 100 words each to ensure effective priming. Below are the two priming stimuli used for this study.

**Priming Question 1 (Increase Locus of Control)**

“We know that one of the things that influence how well you can do everyday tasks is your sense of control over problems you face. The more control you believe you have, the better you will succeed at the things you try and do. If you feel optimistic and able to make the best of your situations, you will do very well. In the spaces provided below, give 3 examples of times when you have felt in control and achieved things well. Each example must be at least 100 words long.”

**Priming Question 2 (Reduce Locus of Control)**

“We know that one of the things that influence how well you can do everyday tasks is the number of obstacles you face on a daily basis. If you are having a particularly bad day today, you may not do as well as you might on a day when everything goes as planned. Variability is a normal part of life and you might think you can’t do much about that aspect. In the spaces provided below, give 3 examples of times when you have felt out of control and unable to achieve something you set out to do. Each example must be at least 100 words long.”
5.3.2.2 Views

Instead of using the four visualizations as described in Chapter 4, we simplified this study and used only the two extreme visualizations, V1 and V4. V1 displays data in a list-like fashion similar to that of Internet Explorer where hierarchy relationship is represented by indentation, and V4 employs a *hierarchy as containment* [178] metaphor and uses nested boxes to represent relationship. Like in Chapter 4 we limited the exploration of the visualization so that only one sub-tree can be explored and if the user attempted to explore another, the previously explored sub-tree would collapse to its original position. This maintains consistency with respect to the maximum amount of information that is displayed by each view. We also maintained consistency between the visualizations by keeping icons, text sizes and interaction styles constant for the two views.

5.3.2.3 Datasets

The datasets presented in this study are also the same as the ones used in Chapter 4. The previous work used four subsets of the full taxonomic tree from the National Center for Biotechnology Information’s Genome database [118]. For every leaf, we present information for that species such as the date when the entry was last updated and the number of proteins and genes stored in the database. Each dataset consisted of a phylogenetic tree where each leaf node is a species. The four datasets had an average of 98.75 leaf nodes (individual species) and 114.75 non-leaf nodes (Table 4.1).

5.3.2.4 Tasks

Consistent with the previous study, participants were then asked to complete a search task and an inferential task using each view. For each task, users were presented with a question and were expected to explore the visualization to retrieve the answer (Table 4.2). The search task was a simple look-up task whereby the user was asked to find information about a single species within a specific category. For example,

Under the classification “Falco,” find the species with a “Length” value over 18000.
Figure 5.2: Mean correct response times on inferential task questions across the two views for each of the four priming groups. The average participants were successfully primed to behave as internal participants, while the internal and external participants were successfully primed to be more average.

The inferential task asked the user to first find a specific classification and then find another classification with similar properties, forming a more complex analytical task. For example:

Looking in “Sphenisciformes,” find the classification “Eudyptula” and note the species under it. Now look in “Threskiornithidae” for a classification that has something notable in common with “Eudyptula”.

5.3.3 Procedure

Participants were first asked to complete the LOC survey. Once this was completed, their locus of control score was calculated and each participant was then issued one of the two experience recall questions. The main portion of the study consisted of two sessions, one with each view, and for each session, participants were presented with a search task then an inferential task. After completing both sessions, they once again completed the LOC survey for which the order of the questions were altered.

We measured each participant’s training times, interaction times and times taken to record their responses. Additionally, we recorded their initial LOC score as well as their post survey LOC scores.
5.4 Results

For all but one group ($A \rightarrow I$), the priming prompts were successful at influencing the participants’ LOC scores in the desired direction. We ran t-tests on the pre-test and post-test LOC scores for each of the priming groups, and in each case the change was significant at a $p < .01$ level. The group $A \rightarrow I$ was not significant with $p = .3$. Although we observed the statistically significant changes with the other groups, on average the mean difference was small in each case, with the mean magnitude of difference being $M = 1.69$ in the average group, $M = 1.45$ in the internal group, and $M = 1.37$ in the external group.

5.4.1 Impact on Response Time

Although the change in LOC scores was not dramatic, our analysis revealed strong evidence that priming successfully caused performance changes on the visualization tasks. Consistent with findings in Chapter 4, we found significant differences in response time for inferential questions but not for search questions. Therefore, in the following analyses, we refer only responses to inferential questions unless otherwise indicated.

We found a high degree of variability among our subjects in terms of overall response time to inferential questions ($M = 263.5s, \sigma = 240.8$). For this reason, we chose to analyze our primary hypothesis using a repeated measures design. To test our main hypothesis, we performed a repeated measures ANOVA on Correct Response Time using a $2 \times 4$ mixed design of Visual Layout (within-subjects) by Priming Group (between-subjects). The ANOVA uncovered no significant main effect of Visual Layout, perhaps because the differences in performance across priming groups counteracted the overall differences in the effectiveness of each layout type. However, this test revealed a significant interaction between Visual Layout and Priming Group, $F(3, 57) = 2.85, p < .05$. This finding indicates that different priming groups showed significantly different patterns of performance between the two views.

Analysis indicates that introducing a priming stimulus was generally successful in affecting participants’ performance. For group $I \rightarrow E$, the response time difference between V1 and V4 was much smaller than those reported in Chapter 4, which indicates that par-
participants with an internal baseline LOC were successfully primed to elicit the behavior of average users reported in the previous study (see Figure 5.2(a)). Likewise, priming the group $E \rightarrow I$, successfully elicited performance measures similar to the average users of the previous study (see Figure 5.2(b)).

Priming was equally effective at influencing the performance of participants with an average baseline LOC. In Chapter 4 we reported that average-scoring participants showed no significant difference in response time or accuracy across the four visualization views. As described in section 5.3.2.1, we primed half of these participants to be more external and half of them to be more internal. The response time results for both groups indicate that priming was indeed successful in causing performance differences:

- Group $A \rightarrow I$ performed much more slowly on V4, with $M = 456.2s$ and $\sigma = 541.4$, as compared to V1, with $M = 215.5s$ and $\sigma = 177.4$ (see Figure 5.2(c))

- Group $A \rightarrow E$ was conversely faster with V4, with $M = 231.7s$ and $\sigma = 137.1$ than with V1, with $M = 348.8s$ and $\sigma = 438.1$, though to a lesser degree (see Figure 5.2(d))

The behavior of group $A \rightarrow I$ mimics the results for highly internal participants reported in Chapter 4. While the behavior of group $A \rightarrow E$ is clearly distinct from the average-scoring participants reported in Chapter 4, it does not replicate the results for their highly externals. Instead of showing no difference in response time between V1 and V4, ($t(46) = 2.01, p = .68$).

### 5.4.2 Impact on Accuracy

In addition to speed, we also examined participants’ accuracy levels across views and priming groups. While we found no significant effects directly related to our initial hypothesis, we did find an unexpected result: when counts of accurate responses were aggregated across question type and visual layout, we found a significant effect of priming group on accuracy, $\chi^2(3, N = 916) = 19.94, p < .001$. Upon closer analysis, it is clear that this effect stems from the fact that participants in group $E \rightarrow I$ were far more accurate overall with 63.5% correct responses. Differences in accuracy across the other three priming groups were not
statistically significant: $I \rightarrow E$ 49.2%; $A \rightarrow E$, 45.1%; and $A \rightarrow I$, 46.5%. These are comparable to the overall accuracy reported in Chapter 4. While the previous study found that external participants were slightly more accurate overall than other participants, the magnitude of the difference was not comparable to that found in the current study.

Perhaps since the priming effect size was small on average, there was no significant correlation between amount of priming and performance difference. One notable finding is that those participants who did show a priming effect, i.e. those whose post-test score showed a difference in the direction predicted by the priming stimulus, were significantly more accurate overall. We counted accurate responses across all four questions (including search questions) and compared this accuracy count between the group that demonstrated an expected score change and the group that did not. The result was significant, $t(227) = 2.26, p < .05$. It is possible that this indicates that these participants were paying more attention to all parts of the study, affecting both the degree of their priming and their performance on the visualization tasks.

5.4.3 Other Findings

Along with our primary hypotheses, we also examined whether other factors had an effect on performance between the two views. While these are not directly related to our main hypothesis, they do provide context for our findings. One question we studied was whether the base LOC reported by the participant at the beginning of the study affected their performance, as it did in Chapter 4. We found weak evidence that this may be the case. To test this question, we studied the correlation between pre-test LOC score and the extent of inferential response time difference between the tree view and the nested boxes view. We named this calculated variable “tree advantage”, and note that it is a similar measure to the differences tested by our repeated measures ANOVA. Positive values of tree advantage correspond to faster performance on the basic tree view (V1) thus signifying a behavior like internals of previous studies. Negative values correspond to faster performance on the nested boxes view (V4) and a value of 0 means there was not performance difference between the two views (Figure 5.3).

We found no direct correlation between base LOC and tree advantage. However, the
Figure 5.3: When users are divided by the direction in which they were primed, a correlation approaching (but not reaching) significance was found between pre-test LOC and the amount by which a participant performed faster with the basic tree view (V1). A higher score on the LOC scale indicates a more internal LOC. A positive value on the Y-axis indicates that the user was faster at answering inferential questions with the basic tree view, while a negative value means that the user was faster at answering inferential questions with the nested boxes view. Within each priming condition, there was a near-significant effect such that a more internal LOC was associated with a greater performance advantage for the basic tree view.
effect was less ambiguous when we split the participants by priming direction. Among participants who were primed to be more internal, the correlation was positive and approached significance ($r(35) = .31, p = .07$), and the same was true among participants who were primed to be more external ($r(26) = .35, p = .08$). A higher score on the LOC scale corresponds to a more internal locus. Therefore, a potential positive correlation suggests that within each group, there may be an effect such that the more internal a participant is, the more of a performance advantage the basic tree view offers, and vice versa. This suggests that users who measure high on the LOC scale (extreme internals) show little or no performance change after being primed.

One reason this effect doesn’t appear when the two groups are aggregated is that, while the two trends are parallel, they are offset in such a way that the trend disappears when they are combined. While this effect is not statistically significant in the existing data, it does raise the possibility that, even in the presence of perceived control priming, innate LOC does still affect visualization performance difference. Taken together with the fact that the difference between pre- and post-LOC scores were small, there is a possibility that the performance difference seen may have been due to some other factor. A closer examination of the priming responses revealed that majority of the participants responded to the stimuli with emotionally charged life stories, and it is also possible that performance differences could somewhat be due to changes in participants’ emotional state. A more focused experiment would be needed to verify this claim.

### 5.5 Discussion

Our results confirm that we can successfully use priming to alter users’ performance during complex tasks. We were able to both reduce differences between extreme user groups as well as create differences between average users using priming. It is important to note that the change in performance is both statistically and practically significant. By asking internal users to recall times when they did not feel in control we are able to effect a remarkable improvement in performance: the response gap between the two views for internal users were reduced from 110 seconds (roughly two minutes) to just 20 seconds. Notably, we
also found that priming affected a user’s response time more than their accuracy. This is also true of previous work on metaphor priming and individual differences [175]. This is evidence that interactions between visual style and a user’s frame of mind may be more relevant in situations where efficiency is important.

For all but one group (A→E) we observed the expected completion times. While the average completion time for the A→E group was slower than the external users from Chapter 4, the evaluation revealed no significant difference between their performance on the two views. This is still consistent with external users from Chapter 4. Overall, the observed completion times for the current study were slightly slower than the those reported in Chapter 4. One possible explanation could be differences between the time of day and the time of the week when the HITs were posted.

Although we reported significant changes in completion times, the mean change in F was small for groups that showed significant differences between pre-test and post-test LOC scores. Feedback from participants suggests this may be partly due to the fact that some users remembered their responses from earlier and tried to answer consistently. This could be an artifact of the Rotter LOC survey where for each question, the user chooses one of two statements which best describes them. For instance, one question asked users to choose between a statement that suggests that there will always be someone who doesn’t like you and one which suggests that if you can’t get people to like you then you don’t understand how to get along with others. While we believe priming does affect perceived control of one’s environment, the Rotter LOC may not be the appropriate tool for measuring small changes. Future work could investigate the use of other LOC surveys which uses a Likert scale instead of a forced-choice scale.

To some extent, these results complicate previous findings on personality effects in visualization. We found no evidence that we are able to prime users with an extreme baseline LOC to adopt the behaviors of the other extreme using this technique. However, we were able to successfully prompt extreme users to exhibit behavior similar to averages. It is possible that users with a strong tendency in a certain personality trait can only be coaxed out of that tendency to a limited degree. This indicates that while volatile individual differences are still important factors to consider during design and evaluation, priming is not a
panacea. In addition to furthering our understanding of the role of individual differences in future applications, these findings also shed light on the results of previous studies. In the next section, we discuss how this study relates to the design and evaluation of visualizations.

5.6 Implications

This and previous studies underscore that evaluating tools to help people think is a complicated endeavor. Our results suggest that traditional efficiency measures of speed and accuracy may not capture all of what we value in a visualization. While accuracy alone may not reflect the actual difficulty of a task, interaction time proves to be far too sensitive to minor changes in user inclination to provide generalizable information about a system. Evaluation must therefore go beyond simply analyzing the efficiency of a visual design but should also include methods that analyzes the user’s cognitive factors.

5.6.1 Evaluation

The way people think and solve problem is often situation-dependent. It is entirely possible that subtle aspects of user study procedures, task question design, and even a researcher’s behavior can initiate unintentional cognitive priming and contribute a participant feeling more or less in control. If task performance can be affected by a user’s cognitive state, this kind of unintentional priming could harm the validity of evaluation results. This recalls Ziemkiewicz and Kosara’s finding [178] that metaphors used in the wording of task questions can interact with visualization layout in an evaluation setting.

Priming can also be intentional. While we only focused on LOC for this study, previous work highlights how other cognitive states can also affect performance on visualization systems [65, 177]. In some cases, the interaction of cognitive states can negatively affect both a user’s speed and accuracy and therefore negatively affect evaluation. One practical application of priming is that we may be able to negate these disadvantages. Before evaluating visualizations, researchers can explicitly or subconsciously nudge the user into a specific frame of mind. By subtly presenting a positive news article as participants wait to begin the experiment or displaying a positive picture, researchers could affectively...
prime participants, making them better suited to perform certain tasks. Researchers can also administer an “unrelated” pre-task to disguise priming stimuli.

5.6.2 Design

One possibility for visualization design is to prompt a user into a certain frame of mind better suited for the tool at hand. For example, verbal or textual elements such as instructions could also be tuned to temporarily prime the user, improving their capacity for working with a specific interface type. A system could use language in its instruction texts that primes the user to adopt a different frame. It may even be possible to design elements in a more subtle way. Lewis et al. demonstrated how the use of images can influence a user’s emotional state [105]. Subtly including images in an interface design may also improve the performance of someone who is having a bad day. Indeed, such prompting may be implicitly at work in existing designs and may affect other cognitive states. Understanding this process better may make it possible to automate some of this design work.

Future systems can be equipped with a better understanding of users’ cognitive states and automatically nudge users into a specific frame of mind. Priming may be used to counteract biases and encourage a user to experience an interface with a new perspective. They also proposed the use of priming in the design of collaborative systems. While it is often advantageous to have different perspectives, it is sometimes necessary for collaborators to see an interface as everyone else does. Priming has the potential to unify their conflicting perspectives when they exist.

That said, individual differences research remains necessary. One of our findings is that some users are simply more susceptible to prompting than others. Identifying these less flexible user groups and how they respond to varying visualization designs is still important if we are to completely understand how priming techniques can be used to control personality effects. While we have focused on LOC in this work, similar priming techniques exist for other cognitive states. These may also provide opportunities for controlling for individual differences within evaluation studies. However, it is first necessary to determine whether these cognitive states affect performance on visualization tasks.
5.7 Summary

In this chapter, we demonstrated that by manipulating a user’s LOC, we can prompt them to exhibit significantly different behavioral patterns. Our results also highlighted the sensitivity of evaluation measures such as response time to small situational changes. These findings help build toward understanding personality factors can affect the ways humans solve problems with visualizations and contribute to the development of systems that are robust to the effects of individual differences. This research also helps build toward a symbiosis between the system and the user, where not only do users adapt their systems to better suit their analytical needs, but systems can also encourage adaptation by the user to enhance performance.
Chapter 6

Locus of Control as a Predictor of User Strategy

This chapter is based on the paper:


The work in Chapter 5 provides compelling evidence of the connection between locus of control and performance with visualizations. We saw that locus of control impacts both speed and accuracy, and that we can predictably influence performance by priming locus of control. This indicates a strong relationship between locus of control and performance. Is it then possible to customize or design an interface based on locus of control? Such customization would hinge on the assumption that locus of control not only impacts speed and accuracy, but it also influences how a user interacts with an interface. In this chapter, we explore the feasibility of personalized visualizations by analyzing users’ interactions to investigate the relationship between locus of control, visual design, and strategies.
6.1 Introduction

User interactions are critical to the success of visual analytic tools, and interactive interfaces as a whole [152]. It is through user interaction that humans leverage their curiosity, intuition, and creativity to discover patterns, relationships, and other phenomena within data. Interaction fosters visual data exploration. Additionally, users can test and assert hypotheses through their interactions [132, 152]. Thus, gaining a thorough scientific understanding of how users can benefit from interactions in visualization is an important research area [132].

The ability to interact in order to explore information has important implications with regards to enabling the cognitive processes involved in gaining insight into data. Such processes, which can be broadly categorized as sensemaking tasks [133, 92], involve a series of cognitive manipulations and transformations of the data. These tasks fundamentally involve transferring the domain expertise and hypotheses from a user to a system through user interaction. Thus, designers of visual analytic tools often aim to create user interactions that enable and support this cognitive flow of the analytic process [43]. The challenge then is understanding to what extent the interactions a user performs reflects their strategies, mental models, and analytic processes. Further, how much of these cognitive artifacts can be recovered through the analysis of the user interaction?

The review of prior work presented in Chapter 2 suggests that this is possible. For example, Dou et al. [39] showed that user attributes such as strategies, methods, and findings can be retrieved by manually reviewing interaction logs alone, with 60-80% accuracy. Similarly, Gotz and Wen observed that users performed similar short, iterative sequences of analytic steps to accomplish a specific analytic goal [58]. Although each user’s specific steps might differ, the patterns can be manually classified into higher-level action sequences and detected in a real-time adaptive system.

This chapter expands on previous work and we hypothesize that we can successfully infer user’s strategies and cognitive traits from their interaction logs. We hypothesize that the observed differences in speed and accuracy of locus of control groups are due to differences in their strategies. By better understanding how individuals use visualizations, the community can begin to design tools that target users’ specific cognitive needs. We
focus on how LOC impacts users’ search strategies - their data exploration path as they perform searches using a given visualization. We present results from a user study where we captured participants’ mouse interactions as they completed simple search tasks using two popular hierarchical visualizations (Figure 6.1). Overall, we found a strong correlation between LOC and strategies. An initial analysis found that Externals were almost twice as fast as Internals when using the indented tree visualization and conversely, Internals were almost twice as fast as Externals when using the dendrogram.

Further analysis demonstrated that the search patterns for the two groups of users (Internals and Externals) differed significantly, and even within groups, we found that search patterns differed across visualizations. Altogether, our results provide evidence that Externals are less efficient when a visualization affords open exploration than when a visualization provides a guided/restricted exploration.

We make the following contributions:

- We demonstrate how LOC affects users’ speed and search strategies.
- We introduce recommendations for designing personalized visualizations based on the observed user strategies.

### 6.2 Related Work

The impact of LOC has been explored for many decades beyond the Visualization and HCI communities, and research suggests that the differences between Internals and Externals are quite vast and that LOC can impact the way we physically interact with the world. Internals tend to have a strong sense of self-efficacy allowing them to take control even when faced with difficult problems. Conversely, Externals believe that they have no control over external events, making them far more likely to adapt to situations. However, because of this perceived lack of control, Externals are also more likely to give up when faced with difficulty.

Past research corroborates this. Internality has been shown to correlate with increased effectiveness at work [84], better academic performance [47] and greater ability to cope with stress [4]. LOC also affects learning style. Cassidy and Eachus [20] showed that
Internals are more likely to practice deep learning, while Externals are more likely to practice surface learning. In the medical community, LOC has been shown to affect patients’ recovery outcomes. Fisher and Johnstion [48] found that users with external LOC were more likely to become discouraged and give in to their disability.

6.2.1 Inferring User Attributes

Existing work in the community on inferring user attributes has been mainly twofold. One school of researchers has focused on analyzing users eye-tracking data while other haves analyze mouse interaction data. We summarize these below (A more in-depth review of prior work can be found in Chapter 2).

Lu et al. demonstrated how eye gaze data can be used to determine important or interesting areas of renderings and automatically select parameters to improve the usability of a visualization system [107]. Steichen et al. explored the use of eye tracking data to predict visualization and task type [154, 151]. With varying degrees of accuracy they were able to predict: (1) a user’s cognitive traits: personality, perceptual speed and visual working memory, (2) the difficulty of the task, and (3) the visualization type.

In the HCI community, Gajos et al. developed the SUPPLE system that can learn the type and degree of a user’s disability and generate dynamic and personalized interfaces for each specific user [51].

6.3 Experiment Design

Grounded by existing work, our experiment examines exactly how LOC impacts strategies. To test participants’ LOC, we used the LOC inventory from the International Personality Inventory Pool [57]. We recruited 54 participants over Amazon’s Mechanical Turk service (28 males). Participants’ age ranged from 20 to 60 with an average age of 33 years. Only 16% of our participants self reported to be familiar with interactive visualizations and 66.7% self reported to have at least a college education.

Each participant was only able to complete the task once and was paid a base pay of $1 plus a bonus for every section successfully completed. A successful participant received
a total of $5. This method of renumeration was chosen to dissuade participants from simply clicking through the task to be paid, thus increasing the reliability of our data.
6.3.1 Visualizations

Participants completed search tasks using two hierarchical visualizations: an indented tree (Figure 6.1(a)) and a dendrogram (Figure 6.1(b)). These particular visualizations were chosen because they are typical representations of hierarchical data [147], are commonly used in real world scenarios and have been extensively studied in the visualization community [59, 122, 177]. The indented tree uses indentation to depict hierarchy while the dendrogram uses a classic node-link structure.

With the exception of the layout, all other the design features were consistent across the two visualizations. Participants were able to explore the datasets by clicking parent nodes to expand their children. Clicking an already expanded node “hides” that subtree. If a user clicks a parent node to expand a “hidden” subtree, the subtree would be restored to its former state.

6.3.1.1 Datasets

We used two different datasets; both were subsets of a full taxonomic tree retrieved from National Center of Biotechnology Information’s Genome database [118]. Each dataset was a phylogeny tree where the leaf nodes were actual species. By hovering over a leaf node, participants were able to access attributes of the species.

6.3.1.2 Tasks

For the main task, participants performed two simple search tasks (one with each visualization) where they were instructed to find a species under a specified classification with a specified attribute. For example:

Under the classification “Pelophylax”, find the species with the lowest length value.

6.3.2 Procedure

Prior to beginning the experiment, participants completed the LOC survey. The main task was divided into two sessions, one for each visualization. For each session, the participants
were first given an opportunity to interact and familiarize themselves with the visualization (a third dataset was used for the trials). They were then instructed to take as long as they needed to interact with the visualization to find the target species.

Once they found the species, they clicked “Ready to Answer” and were then able to enter the species name in the text field provided. At this point, they were no longer able to interact with the visualization and we recorded their search times, mouse clicks, hovering and scroll events. After the main tasks, each participant completed usability and demographic surveys.

6.4 Results

Each participant performed 2 search tasks (one with each visualization), resulting in a total of 108 trials. To filter the inherent “noise” in our Mechanical Turk data, our analysis only includes trials where the participant successfully found the target (91 trials).
The average time spent completing the task was 259 seconds (σ = 207.7) with an average of 75 clicks (σ = 11), and the overall accuracy rate was 68% (75.6% with the indented tree and 62% with the dendrogram). While participants were slightly more accurate with the indented tree, the observed difference was not statistically significant ($\chi^2(1, N=91)= 1.92, p = .166$).

6.4.1 Interaction Time

We divided participants into two groups based on the median split of their LOC scores. We then ran a 2x2 Univariate Analysis of Variance on the log interaction times to test for differences between the two LOC groups (Externals vs. Internals) across the two visualization designs (indented tree vs. dendrogram). Our overall model was significant ($F(3, N=91) = 3.189 p = .03$) and the interaction between LOC group and visualization was also statistically significant ($F(1, N=91) = 9.297 p = .003$).

Figure 6.2 summarizes our interaction time findings. Taking a closer look at interaction times, we found that Externals were almost two times faster with the indented tree visualization (Figure 6.1(a)) than the Internals. The Externals were also almost two times faster with the indented tree than they were using the dendrogram (Figure 6.1(b)). Interestingly, we observed the exact opposite effect with the Internals.

6.4.2 Strategies

During the experiment, a user explored a non-leaf node by clicking to expand or collapse its children and explored a leaf node by hovering to view its attributes. For our analysis we recorded each participant’s mouse click and mouse hover events.

With this data, we were then able to reconstruct each user’s exploration path as they searched for the target species. This analysis was performed manually using a visualization tool that we developed specifically for this study, and utilizes animation and juxtaposition to compare different exploration paths. Figure 6.3 summarizes our findings.

In general, we found that visualization design influences a user’s strategies. When using the indented tree visualization, most participants explored the tree in a top-down
Figure 6.3: The figures above show the aggregated exploration paths for users who were successful in locating the target. We grouped users based on a median split of their LOC scores and the visualization design used. For ease of comparison, we used a dendrogram to visualize the exploration paths of both visual designs used in our experiment. The weight of the links represent the percentage of users from that group who traversed that link during their search.
fashion, resulting in a search strategy that resembles a depth-first search. Search patterns with the dendrogram were usually less structured and were often a combination of depth-first and breadth-first search.

Again, we separated participants into LOC groups. When using the indented tree visualization, Externals tended to be very strategic and explored the tree in top-down fashion, following the search strategy afforded by the visualization design (Figure 6.3(a)). While this strategy logically follows the indented tree’s top-down design, we found that Internals were far less likely to adopt this strategy (Figure 6.3(b)). This resulted in a more exploratory but less effective search strategy.

Conversely, when using the dendrogram visualization, we found that Externals adopted more sporadic search techniques, resulting in much slower interaction times (Figure 6.3(c)). On the other hand, Internals performed a combined depth- and breadth-first search that proved quite effective with the dendrogram (Figure 6.3(d)).

### 6.5 Discussion

While we seldom think about a user’s personality traits when designing interfaces, the current work demonstrates why they must be considered. Between the tested designs, no design was suitable for all users. We found that Externals performed better with the indented tree but the Internals were more effective with the dendrogram. When asked which visualization they preferred using, 78% of Externals reported to prefer the indented tree over the dendrogram and 63% of Internals said they preferred the dendrogram.

These results are consistent with the LOC construct. Internals prefer control and tend to struggle when a visualization does not fit the their mental model of a problem [177]. While both visualizations were fully exploratory, the design of the indented tree best facilitates a top-down exploration and users who adapted this strategy were fastest (see figure 6.3(a)). This design property is subtle, still it proved to be a hindrance for the Internals. Conversely, since Externals in general do not believe that they can influence external events, they are more adaptable and were able to adopt the top-down search strategy afforded by the indented tree.
The scenario was reversed for the dendrogram visualization. The dendrogram proved to be more versatile and as a result, the Internals excelled with this visualization. They were able to freely search in a manner that best fit their mental model of the data. Unfortunately, this versatility was incompatible with the Externals. Their perceived lack of control coupled with the lack of guidance may have been too overwhelming.

Our design implication follows directly from this finding. When designing for Internals, designers should ensure that designs are flexible to users’ mental models. Internals perform better when a visualization allows them to explore the data freely and doesn’t impose a strategy. However, the needs of Externals are quite different. While they are in general more flexible and are likely to adapt to novel designs, our findings suggest that adapting to a flexible system may be overwhelming. Unlike Internals who take control of difficult situations, Externals are more likely to feel hopeless and may give up. Thus, it is essential to provide guidance (implicit or explicit) to Externals.

That said, LOC is a multidimensional construct and there are also many other cognitive traits and states that may impact performance on visualization systems [127]. Thus, it is important for us to better understand how these factors, individually and collectively, impact the usability of our designs. There is also evidence that certain traits can be detected from users’ interactions [15, 151]. Future work can expand this existing research by exploring how systems can automatically detect and adapt to an individual’s specific needs.

6.6 Summary

Altogether, we have demonstrated that individual differences, specifically the personality trait locus of control, do impact both interaction times and search strategies. We believe that our work is a significant step toward fully understanding how individual differences affect visualization use and how we can begin to design visualizations that better facilitate users’ cognitive needs.
Chapter 7

Finding Waldo: Learning about Users from their Interactions

This chapter is based on the paper:

Eli T. Brown, Alvitta Ottley, Helen Zhao, Quan Lin, Richard Souvenir, Alex Endert, Remco Chang. Finding Waldo: Learning about Users from their Interactions. Transactions on Visualization and Computer Graphics (TVCG), 2014 [15]. This is joint work with Eli Brown and Helen Zhao. My specific contributions included: helped conceive and design experiment, performed data analysis, and co-wrote paper.

As we saw in Chapter 6, interactions with a visualization can reflect important high level information about users, such as their strategies and reasoning processes. However, such manual analysis is limited in terms of scale and timeliness. In order to truly leverage the information contained in interaction logs, automated methods must be developed and evaluated based on their ability to infer high level information about users. The work in this chapter demonstrates on a small visual analytics task that it is possible to automatically extract high-level semantic information about users and their analysis processes. Specifically, by using well-known machine learning techniques, this chapter shows that we can: (1) predict a user’s task performance, and (2) infer some user personality traits. Furthermore, we establish that these results can be achieved quickly enough that they could be applied to
7.1 Introduction

Visual analytics systems integrate the ability of humans to intuit and reason with the analytical power of computers [87]. At its core, visual analytics is a collaboration between the human and the computer. Together, the two complement each other to produce a powerful tool for solving a wide range of challenging and ill-defined problems.

Since visual analytics fundamentally requires the close collaboration of human and computer, enabling communication between the two is critical for building useful systems [152]. While the computer can communicate large amounts of information on screen via visualization, the human’s input to an analytic computer system is still largely limited to mouse and keyboard [103]. This human-to-computer connection provides limited bandwidth [80] and no means for the human to express analytical needs and intentions, other than to explicitly request the computer to perform specific operations.

Researchers have demonstrated that although the mouse and keyboard appear to be limiting, a great deal of a user’s analytical intent and strategy, reasoning processes, and even personal identity can be recovered from this interaction data. Machine learning researchers have recovered identity for re-authenticating specific users in real time using statistics over
raw mouse interactions [111, 135, 137, 173] and keyboard inputs [101], but classified only identity, no user traits or strategies. In visual analytics, Dou et al. [39] have shown that strategies can be extracted from interaction logs alone, but at the cost of many hours of tedious labor. Unfortunately these manual methods are not feasible for real-time systems to adapt to users. The techniques needed to learn about users and their strategies and traits in real time do not exist to our knowledge.

In this paper, we demonstrate on a small visual analytics subtask that it is indeed possible to automatically extract high-level semantic information about users and their analysis goals. Specifically, by using well-known machine learning techniques, we show that we can: (1) predict a user’s task performance, and (2) infer some user personality traits. Further (3), we establish that these results can be achieved quickly enough that they could be applied to real-time systems.

Our conclusions draw from an online experiment we conducted to simulate a challenging visual search task that one might encounter as a component of a visual analytics application with the game Where’s Waldo (see Figure 7.1). The participants were given a visualization enabling a set of interactions (panning and zooming) to explore the image and find the character Waldo. During the participants’ search process, we collect a wide range of information about their interactions, including the state of the visualization, and the time and location of all mouse events.

Inspired partly by our visualization of the user paths through the search image, we used this low-level interaction data to create three encodings that capture three major aspects of visual analytics: data, user and interface. The encodings are: (1) state-based, which captures the total state of the software based on what data (portion of the image) is showing, (2) event-based, which captures the user’s actions through statistics of the raw mouse activity, and (3) sequence-based, which encodes sequences of clicks on the interface’s buttons. The encoded information is then analyzed using well-known machine learning techniques such as support vector machines (SVM) and decision trees to classify groups of users with performance outcomes and individual differences.

The results of our analyses demonstrate that we can indeed automatically extract users’ task performance, and infer aspects of their personality traits from interaction data.
alone. Further, task performance can be estimated quickly enough to be used in a real-time system. Depending on which data encoding with its corresponding machine learning algorithm, we attain between 62% and 83% accuracy at differentiating participants who completed the task quickly versus slowly, with state-based yielding up to 83%, event-based up to 79% accuracy, and sequence-based 79%.

Beyond predicting performance, we demonstrate that using the same techniques, we can infer aspects of the user’s personality factors, including locus of control, extraversion, and neuroticism. With the goal of uncovering more intrinsic user factors, we applied the same techniques to classify participants on personality traits, and found promising signal. In particular, we can classify users based on three of their personality traits: locus of control, extraversion, and neuroticism with 61% to 67% accuracy. The correlation between these three personality traits and the participants’ performance are consistent with previous findings in the visual analytics community on individual differences [59, 122, 177].

Finally, on applying the techniques in real-time, we show that accurate prediction of the user’s task performance and personality traits can be achieved after observing users for a limited time period. Using the same encoding and analysis techniques described above, we build classifiers based on a limited amount of the user’s interaction logs. We demonstrate encouraging results for employing this technology in real-time systems, e.g. with only two minutes of observation on a task that requires an average of nearly eight minutes to complete, we can correctly classify the users with an average of 84% of the final accuracy.

We make the following contributions:

- We show that participants can be classified as fast or slow at the visual search task by applying machine learning to three encodings of participants’ interaction data: (1) state-based, (2) event-based, and (3) sequence-based.
- We apply these same techniques to classify participants based on personality traits and demonstrate success for the traits locus of control, extraversion and neuroticism.
- We evaluate the plausibility of applying this work to real-time systems by providing results using shorter timespans of data collection.
7.2 Experiment Design

To investigate what interaction data encodes about users of a system, we sought a task that would simulate realistic tasks, and be difficult enough that people would have to think about how to solve it (engage strategies). Adopting a large visual search task satisfies our criteria: it is easy to explain to participants, but not easy to do, and it is a basic component of typical visual analytics tasks. Specifically, we chose Where’s Waldo [64], a famous children’s game consisting of illustration spreads in which children are asked to locate the character Waldo. Finding Waldo is not easy thanks to the size of the image, which is large enough to require panning and zooming, and the fact that it is craftily drawn to provide a challenge. However, the target is known and there is a guarantee that the task is possible.

We performed an online experiment, collecting interaction data as our participants searched for Waldo in a large image (for our interface, see Figure 7.1). While Waldo is attired in a distinct red and white striped pattern (see Figure 7.1: his full image appears in the panel on the right and his placement in the full spread is shown in inset (a)), he is sometimes hidden behind objects, and the illustrations are filled with distractors specifically designed to mislead the user (e.g., scene elements covered in red and white stripes or the characters shown in Figure 7.1 insets (b) and (c)). To locate Waldo, users have to visually filter unimportant data, making him sometimes difficult to find. This difficulty is also analogous to real-life applications of visual search, where the target item may be partly occluded or obscured by objects of similar color, shape or size.

7.2.1 Task

In the main task, participants were presented with a Where’s Waldo poster and were asked to navigate the image by clicking the interface’s control bar (Figure 7.1). The control bar was designed to resemble Google Maps’ interface and afforded six interactions: zoom in, zoom out, pan left, pan right, pan up and pan down. However, unlike Google Maps, our interface does not allow dragging, rather all actions occur through mouse clicks only.

The zoom levels for the interface range from 1 to 7 (level 1 being no zoom and level 7 being the highest magnification possible). The full image has resolution 5646 by 3607...
pixels. At zoom level 1, the full image is shown. At zoom level \( k \), the user sees proportion \( 1/k \) of the image. Panning moves the display by increments of \( 1/2k \) pixels.

The interface also includes two buttons not used for navigation: *Found* and *Quit*. When the target is found, the participant is instructed to first click *Found* then click on the target. The user must then confirm the submission on a pop-up alert. We require multiple clicks to indicate Waldo has been found to encourage participants to actively search for the target instead of repeatedly testing many random guesses. If the participant clicks *Found* but does not click on the correct location of Waldo, the click is logged, but nothing happens visually. Unless the participant quits the application, the experiment does not terminate until Waldo is found correctly.

### 7.2.2 Data Collection

For our analysis, we recorded as much mouse activity as possible, including both mouse click and mouse move events. Mouse click events on interface buttons were logged with a record of the specific button pressed and a time stamp. Similarly, we recorded the interface coordinates of the mouse cursor and the timestamp for every mouse move event.

To establish labels for our machine learning analysis of performance outcomes and personality traits, we recorded both completion time and personality survey scores for each participant. Because researchers have shown [59, 122, 177] that the personality factors locus of control (LOC), a measure of perceived control over external events, and neuroticism and extraversion are correlated with performance on complex visualization tasks, the survey was chosen to collect those traits. Specifically, we use a twenty-seven-question survey which includes the Locus of Control (LOC) Inventory (five questions) [57] and the Big Five Personality Inventory (twenty questions) [38] intermingled. The survey also includes two attention checks which require participants to give an obvious and precise response. These were used to filter participants who did not pay attention while completing the survey.
7.2.3 Participants

We recruited online unpaid volunteers, totaling 118 who successfully completed the task by finding Waldo, of whom 90 successfully completed a personality survey and passed an attention check. Women comprised 39 percent, and men 61 percent. Each participant used his or her own computer and completed the task via the Internet. They were required to have basic computer skills and to have never seen the poster in the experiment before. The participants had a median education level of a master’s degree. Ages range from 18 to 45 ($\mu = 24$ and $\sigma = 2.8$). Average task completion time was 469.5 seconds ($\sigma = 351.9$).

7.2.4 Procedure

Participants were first asked to complete the personality surveys by rating a series of Likert scale questions on a scale of 1 (strongly disagree) to 5 (strongly agree). Next, participants read the instructions for the main portion of the experiment and were shown the main interface (Figure 7.1). They were instructed to manipulate the image by using the six buttons on the control bar to find Waldo using as much time as needed and told their completion time would be recorded. Once they had successfully found the target, they completed a basic demographic survey.

7.3 Hypotheses

We collected data at the lowest possible level to ensure that we captured as much information about the participants’ analysis process as possible. Over the next four sections we discuss how we first visualize this data, then create encodings to capture different aspects of the participants’ interactions based on three core aspects of visual analytics: data, user, and interface. Specifically we encode (1) the portion of the data being displayed, as high-level changes in program state, (2) low-level user interactions, in the form of complete mouse-event data, and (3) interface-level interactions, as sequences of button clicks on the interface’s controls. We analyze our data with these encodings with machine learning to evaluate the following hypotheses. First, we hypothesize that participants who are quick at completing the task employ different search strategies from those who are slow, and that
these differences are encoded in a recoverable way in the interactions; second, that we can analytically differentiate users’ personality traits based on interactions; and third, that these differentiations can be detected without collecting data for the entire timespan of the task, but instead can be found using a fraction of the observation time.

7.4 Visualizing User Interactions

To explore our hypothesis that we can detect strategies employed by different groups of participants, we first visualize their interactions. Figures 7.2 and 7.3 show example visualizations of user movement around the Waldo image. The area of the visualization maps to the Waldo image. Each elbow-shaped line segment represents a transition from one user view of the image to another, i.e. from a view centered on one end-point of the line to the other. Where these lines intersect with common end-points are viewpoints of the image experienced by the participant while panning and zooming. The lines are bowed (elbow shaped) to show the direction of movement from one viewpoint to the next. Lines curving below their endpoints indicate movement toward the left, and those curving above indicate movement to the right. Bowing to the right of the viewpoints indicates movement toward the bottom, and bowing left indicates movement toward the top.

Zoom levels of viewpoints are not explicitly encoded, but the set of possible center points is determined by the zoom level. High zoom levels mean center points are closer together, so shorter-length lines in the visualization indicate the user was exploring while zoomed in. Note that diagonal movement through the Waldo image is not possible directly with the participants’ controls. Instead, diagonal lines in the visualization are created because of zooming, i.e. when zooming out requires a shift in the center point.

This visualization can be used to show the movements made by a whole group of users by counting, for each flow line, the number of users who made the transition between the two corresponding viewpoints in the correct direction. In our examples, we are showing such aggregations for four different groups of users. In each case, the thickness of the lines encodes how many users in the group made that transition.

The two sub-figures of Figure 7.2 compare users who were fast versus slow at com-
Figure 7.2: Visualizations of transitions between viewpoints seen by participants during the study (see Section 7.4). Subfigures (a) and (b) show slow and fast users respectively, as determined by the mean_nomed splitting method (see Section 7.5).
Figure 7.3: Visualizations of transitions between viewpoints seen by participants during the study (see Section 7.4). Subfigures (a) and (b) are split with the mean-nomed method (see Section 7.5) based on locus of control, a personality measure of a person’s perceived control over external events on a scale from externally controlled to internally controlled.
pleting the task. Users were considered fast if their completion time was more than one standard deviation lower than the mean completion time, and correspondingly considered slow with completion times more than one standard deviation above the mean (for further explanation see Section 7.5). Users who were slow produce a finer-grain set of lines, indicating they made more small movements through the image using a higher zoom level and saw more of the Waldo image in higher detail. Further, the extra lines in the lower left of Figure 7.2 (a) as compared to Figure 7.2 (b) suggest that these slower participants were led astray by the distractors in the image, e.g. the people wearing similar clothing to Waldo seen in Figure 7.1, insets (b) and (c).

Evidence of different strategies is also salient when visualizing results based on some personality factors. The personality trait locus of control (LOC) has been shown to affect interaction with visualization systems [59, 122, 177]. Figures 7.3 (a) and (b) visualize differences between participants with external (low) versus internal (high) LOC. In these subfigures, we see that the external group zoomed in much further on average, while the internal group performed more like the fast group and was able to find Waldo with a smaller set of viewpoints.

These observations are readily seen through these visualizations, but cannot be seen from inspection of the data, nor from machine learning results. Encouragingly, these visualizations hint that there are patterns to uncover in the data. The rest of this work explains our analytical results in extracting them automatically with machine learning.

7.5 Completion Time Findings

In Section 7.4, we presented visual evidence that our collected interaction data encodes differences between groups of participants. However, being able to tell fast users from slow is more useful if it can be done automatically. In this section, we delve into the data with analytical methods, using machine learning to build predictors of task performance outcomes. In particular, we adopt two common machine learning algorithms, decision trees [116], which learn hierarchical sets of rules for differentiating data, and support vector machines (SVMs) [72], which learn hyperplanes that separate data points of different classes in the
Table 7.1: Completion Time Classifiers - results for state space, edge space and mouse events were achieved using support vector machines. The n-gram space results use decision trees. These results were calculated using leave-one-out cross validation.

<table>
<thead>
<tr>
<th>Data Representation</th>
<th>Class Split</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>state space</td>
<td>mean</td>
<td>83</td>
</tr>
<tr>
<td></td>
<td>nomed mean</td>
<td>79</td>
</tr>
<tr>
<td>edge space</td>
<td>mean</td>
<td>83</td>
</tr>
<tr>
<td></td>
<td>nomed mean</td>
<td>63</td>
</tr>
<tr>
<td>mouse events</td>
<td>mean</td>
<td>79</td>
</tr>
<tr>
<td></td>
<td>nomed mean</td>
<td>62</td>
</tr>
<tr>
<td>n-gram space</td>
<td>mean</td>
<td>79</td>
</tr>
<tr>
<td></td>
<td>nomed mean</td>
<td>77</td>
</tr>
</tbody>
</table>

data space. We apply these, to three representations of the interaction data, created to capture different aspects of how users interacted with the system.

Specifically, we tested three categories of representations of the participants’ interactions, corresponding to some core aspects of visual analytics (data, user, and interface): the views of the image data participants encountered during their task (state-based), their low-level mouse events (event-based), and their clicks on interface controls (sequence-based). In this section we briefly explain how we derive the target participant groups used for our machine learning results, then show, for each representation of the data, our results at predicting if a given user would be fast or slow in completing the task.

We establish two different methods for labelling our participants based on the collected data. Our analyses aim to classify participants into discrete classes, fast and slow, but our recorded data includes only each participant’s actual completion time. The first discretization method is to apply the mean completion time (469.5 seconds) as a splitting point: participants with a completion time lower than the mean are assigned to the ‘fast’ group, and higher to ‘slow’. Participants with scores exactly equal to the mean are excluded from the data. In our results, this splitting method is indicated as mean. In the second method, we assume that participants whose scores are within one standard deviation of the mean have ‘average’ performance and we exclude them from the study, labelling the rest as above. We refer to this approach as the ‘no-medium’ splitting method, indicated in results tables as mean_nomed. The no-medium method allows us to see that stronger patterns emerge for participants with more extreme performance.
7.5.1 State-Based Analysis

In the visualization of participants’ movement through the Waldo image (see Section 7.4), differences across groups of participants in how they examine the data become salient. This discovery would be more broadly applicable if the differences could be determined automatically. We create two data representations emulating these visual forms to search for patterns that differentiate users based on what parts of the image they chose to look at. In the “state space” encoding, we capture the portion of the data viewed as each participant navigated the Waldo image. In the “edge space” encoding, we capture transitions participants made between viewpoints of the image. Applying support vector machines (SVM) yields high-accuracy classifiers of completion time with both representations.

The state space encoding can be represented by a vector space. We consider the set \( s \in S \) of all visual states (given by view position and zoom) that were observed by any user during completing the task. We create a set of vectors \( u_i \), one representing each user, such that \( u_i = (\text{count}_i(s_1), \text{count}_i(s_2), \ldots, \text{count}_i(s_{|S|})) \), where \( \text{count}_i(s_j) \) indicates the number of times user \( i \) landed on state \( j \). For the data from the Waldo task, this process yields a vector space in 364 dimensions.

A similar vector space expresses the transitions between viewpoints of the visualization, encoding how participants moved the viewpoint around the image in their search for Waldo. Their strategies may be encapsulated by how they directed the view during their search. In this vector space, the set \( t \in T \) consists of all transitions made between any viewpoints by any participant while completing the task. If each viewpoint is represented by the location of its center, \( x \), then \( T = \{(k, m)\} \) where any participant made the transition \( x_k \to x_m \) from position \( x_k \) to position \( x_m \) while searching for Waldo. Each individual user’s vector is constructed as \( v_i = (\text{count}_i(t_1), \text{count}_i(t_2), \ldots, \text{count}_i(t_{|T|})) \), where \( \text{count}_i(t_j) \) indicates the number of times user \( i \) made transition \( t_j \). The dimensionality of our derived transition-based vector space (edge space) is 1134. The zoom levels are not explicitly encoded, but the set of possible center points is determined by the zoom level. This feature space is most closely related to the visualization described in Section 7.4 and seen in Figure 7.2.
The calculated vectors are used as a set of data features for input to an SVM [161], a widely-applied machine learning method that works on vector space data. SVMs are both powerful and generic, and work by discovering an optimal hyperplane to separate the data by class. For this work we focus on results from the default implementation in the machine learning software package Weka [61], which means a linear hyperplane, and slack parameter $c = 1$. This choice of an out-of-the-box classifier is intended to demonstrate that these results can be achieved in a straightforward manner.

Table 7.1 shows the accuracy of our completion time predictions, calculated via leave-one-out cross validation. Both state and edge space provide strong completion-time prediction results, with maximum accuracies of 83%. However, these classifiers can only take into account high-level changes in the software, as opposed to the lower-level physical actions that may characterize different participants, which leads us to investigate different encodings for further analyses.

### 7.5.2 Event-Based Analysis

Users move their mouse throughout the process of working with a visual analytic system. Sometimes they move the mouse purposefully, e.g. to click on a control, other times they hover over regions of interest, and sometimes they make idle movements. Where the state and edge space encodings fail to make use of this information, the event-based data encoding described in this section derives from the most raw interaction information available to capture innate behavioral differences.

Previous machine learning work has shown that mouse event data contains enough information to re-authenticate users for security purposes [111, 135, 137, 173]. We adapted the data representation of Pusara et al. [135] for our interaction data by calculating their set of statistics over event information. Because we are predicting completion time, we removed any statistics that we found to be correlated with completion time. Table 7.2 shows the set of functions we used to encapsulate the participants’ mouse movements and raw clicks. This set includes statistics on click information (number of clicks and time between clicks), raw button click information (percentage of clicks on a particular button, e.g., “% Left” refers to the percentage of button clicks on the “Pan Left” button), and derived mouse
Table 7.2: Features calculated for SVM analysis of mouse movement and raw mouse click data. $\mu$, $\sigma$, and $\mu_3'$ refer to the mean, standard deviation, and third statistical moment. Pairwise indicates functions of pairs of consecutive events.

<table>
<thead>
<tr>
<th>Click Event Features</th>
<th>Move Event Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clicks per second</td>
<td>Movements per second</td>
</tr>
<tr>
<td>Avg. time between clicks</td>
<td>Pairwise Euclidean distance ($\mu, \sigma, \mu_3'$)</td>
</tr>
<tr>
<td>% Left, % Right</td>
<td>Pairwise $x$ distance ($\mu, \sigma, \mu_3'$)</td>
</tr>
<tr>
<td>% Up, % Down</td>
<td>Pairwise $y$ distance ($\mu, \sigma, \mu_3'$)</td>
</tr>
<tr>
<td>% Zoom in, % Zoom out</td>
<td>Pairwise speed ($\mu, \sigma, \mu_3'$)</td>
</tr>
<tr>
<td>% Found, % Quit</td>
<td>Pairwise angle ($\mu, \sigma, \mu_3'$)</td>
</tr>
<tr>
<td>% Clicks on Image</td>
<td></td>
</tr>
</tbody>
</table>

movement information (such as the number of moves, and the mean, standard deviation and third statistical moment of the distance and angle between them). The set does not include total counts of clicks on different buttons or the total number of mouse movement events, because those were strongly correlated with the total completion time. In total, we use twenty-seven features, listed across the two columns of Table 7.2.

As with the state-space representations, we apply SVMs to the mouse-event data. Table 7.1 shows the accuracy achieved with the mouse-event data using SVM classifiers, calculated using leave-one-out cross-validation. This approach manages a maximum score of 79%, which shows that there is strong signal in this low-level mouse data. The input features may reflect subconscious mouse movement habits more than actual intended actions, so the results indicate that the differences between populations may be driven by innate differences in approach or cognitive traits. Even though none of the features is individually correlated with the completion time, these low-level interaction statistics taken together are enough to analytically separate fast from slow users.

7.5.3 Sequence-Based Analysis

The most direct representation of a user’s process may be the sequence of direct interactions with software. Clicks are conscious actions that represent the user’s intentions, and thus building classifiers based only on these semantically relevant interactions may provide more insight into why and how participants’ analytical strategies differ. For our sequence-based analysis, we examine the sequences of button clicks used by participants to achieve the task
of finding Waldo. We connect n-grams, a method from information retrieval for extracting short subsequences of words from collections of documents, to decision trees, a class of machine learning algorithms that produces human-readable classifiers.

### 7.5.3.1 N-Grams and Decision Trees

The n-gram method from information retrieval is intended for text, so an n-gram feature space must start with a string representation of data. We assign a unique symbol to each of the seven buttons in the interface: ‘L’ for pan left, ‘R’ for right, ‘U’ for up, ‘D’ for down, ‘I’ for zoom in, ‘O’ for out, and ‘F’ for declaring Waldo found. Each participant’s total interactions are thus given by an ordered string of symbols. We derive an n-gram vector space by considering each symbol a word, and each participant’s sequence of words a document. Each dimension in the vector space then corresponds to one n-gram (i.e. one short sequence of user actions). Participants are represented by a vector of counts of the appearances of each n-gram in their interaction strings.

In our analyses we apply the J48 decision tree algorithm and NGramTokenizer from Weka [61] to classify participants based on task performance, and report accuracy scores from leave-one-out cross validation. The effectiveness of n-grams is sensitive to the choice of n. We empirically chose a combination of 2- and 3-grams as we found that to best balance accuracy and expressiveness of our eventual analytic output. Our results at classifying participants on completion time are shown in Table 7.1, revealing a top accuracy of 77% calculated with leave-one-out cross validation.

### 7.5.3.2 Decision Tree Interpretation

One advantage to using a decision tree with n-grams is that the resulting classifier is human-readable. Figure 7.4 shows the decision tree produced for the completion time data in n-gram space, using a mean split for classes. Each internal node shows a sequence of button clicks and the branches are labeled with the number of occurrences needed of that n-gram to take that branch. We can make several inferences about strategy from this tree. The root node indicates the strongest splitting criteria for the data. In this case, that node contains “L D”, the n-gram corresponding to a participant clicking “Pan Left” then “Pan Down”. If
Figure 7.4: This is the decision tree generated as a classifier for fast versus slow completion time with mean class splitting. Each internal node represents an individual decision to be made about a data point. The text within the node is the n-gram used to make the choice, and the labels on the out-edges indicate how to make the choice based on the count for a given data point of the n-gram specified. Leaf nodes indicate that a decision is made and are marked with the decided class.

that sequence was clicked more than three times by anyone, that indicated the person would finish slowly. This makes sense because Waldo is in the upper right of the image. Moving in the wrong direction too many times can be expected to slow down progress at the task.

The “F U” and “D F R” nodes are also revealing. The “F” corresponds to telling the program that Waldo is found. These “F” button presses are not the last action, meaning they do not correspond to correctly finding Waldo. Instead, these sequences show participants’ false guesses. Thus the tree suggests that participants who made several false guesses finished the task more slowly.

Finally, the “O O I” and “L O I” nodes correspond to behavior where the participant zoomed out and then back in again. The “O I” component could indicate participants zooming out to gain context before zooming in again. Alternatively, the same subsequence could indicate participants zooming out and immediately back in, wasting time.
Table 7.3: Personality Classifiers - all of these results are with SVM except when using n-grams, which we pair only with decision trees

<table>
<thead>
<tr>
<th>Data Representation</th>
<th>Class Split</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOC</td>
<td>n-gram</td>
<td>67</td>
</tr>
<tr>
<td>Neuroticism</td>
<td>mouse events</td>
<td>62</td>
</tr>
<tr>
<td>Extraversion</td>
<td>edge space</td>
<td>64</td>
</tr>
</tbody>
</table>

The readability of this technique shows promise for identifying trends in strategies and behaviors. We cannot guarantee that these interpretations reflect the participants’ actual intentions, but rather submit these as possible reasons for what is shown in the tree. The real power of using n-grams and decision trees on interaction sequences is that it makes this type of hypothesizing possible, leading to deeper investigation when it is beneficial to understand how people are solving a given task.

### 7.6 Personality Findings

The work in the previous chapters demonstrate that users will use a visualization system differently based on their personality traits. Motivated by these findings, we explore the efficacy of extracting personality traits from interactions. Specifically, we apply the same data encodings and machine learning algorithms used for the completion time analyses to predict users based on their personality traits.

Instead of classes derived from completion time, we separate users into low and high groups based on their scores on each personality inventory: locus of control, extraversion, agreeableness, conscientiousness, neuroticism and openness to experience. Consistent with our completion time analysis, we test both mean and mean_nom ed splits (see Section 7.5). Table 7.3 summarizes our analysis results.

Across several techniques, we successfully classified users based on their LOC, neuroticism, and extraversion scores. Of the personality traits, our techniques were best with LOC, yielding classification accuracies as high as 67%. This supports the findings of
Figure 7.5: Graphs showing the ability to classify participants’ completion time as a function of the extent of data collected. The x-axis represents the number of seconds of observation, or number of clicks for the sequence based data. The y-axis is the accuracy achieved after that amount of observation. Accuracy values are calculated with leave-one-out cross validation, and use the mean splitting method (see Section 7.5).

Chapter 4 that of the personality traits, LOC was the strongest predictor of users’ performance on visualization search tasks. Consistent with our findings, prior work also found significant effects with neuroticism and extraversion [59, 177].

### 7.7 Limited Observation Time

The participants in our study were given as much time as they needed to complete the Waldo task. So far, the presented results have taken advantage of the full timespan of the collected data from their interactions to classify them. Investigating the minimal timespan required for this type of analysis is crucial for potential real-time applications, so we evaluated our classifiers’ performance as a function of the data collection time.

Figure 7.5 shows, for each of the different data representations, graphs of how task performance classification improves (on trend) with more observation time, i.e. more infor-
Figure 7.6: This graph shows the dependence of the ability to classify the personality trait extraversion on the amount of time the participants are observed. The x-axis represents the number of seconds of observation. The y-axis is the accuracy achieved after that amount of time. This example uses the edge space encoding and the mean splitting method (see Section 7.5). Accuracy values are calculated with leave-one-out cross validation.

These graphs demonstrate two things. First, accuracy scores comparable to the final score can be achieved with much less than the maximum time. Note that close to the mean completion time, the encodings are achieving much of their eventual accuracy scores: state-based, 64% instead of its eventual 83%; edge-based, 60% compared to 63%; and sequence-based, 61% as opposed to 77%. These correspond to 77%, 95% and 79% of their final accuracy percentage scores, respectively.

Second, as expected, in most cases using more data allows for better results. In the case of the mouse event data, the accuracy peaks before reaching the average participant’s finishing time, about 470 seconds.
7.8 Extended Results

In this work, we focused on machine learning results produced with off-the-shelf algorithms to emphasize that they could be re-applied in a straightforward way. However, in the course of our investigation, we applied a number of additional customizations to find the most accurate classifiers possible with our data representations. These extended results can be found in Section 7.11. In the appendix, we explain the additional methods we used and show the results we achieved by customizing the classifiers. We show cases in which our tuning produced higher-accuracy classifiers, and revealed signal with feature spaces or class splitting criteria that otherwise could not encode certain traits.

7.9 Discussion and Future Work

In this work, we have shown, via three encodings, that interaction data can be used to predict performance for real-time systems, and to infer personality traits. Our performance predictions ranged in accuracy from 62% to 83%. On personality traits, we were able to predict locus of control, extraversion, and neuroticism with 61% up to 67% accuracy. Further, we found that with only two minutes of observation, i.e. a quarter of the average task completion time, we can correctly classify participants on performance at up to 95% of the final accuracy.

Given the above results, there are some fascinating implications and opportunities for future work. In this section, we discuss the choice of task and data representations, and how they may be generalized, differences between the personality results versus those for completion time, and future work.

7.9.1 The Waldo Task and Our Encodings

The Where’s Waldo task was chosen because it is a generic visual search task. It is a simple example of an elementary sub-task that comes up often in visual analytics: looking for a needle in a haystack. The user can manipulate the view, in this case with simple controls, and employ strategy to meet a specific task objective. In this section we address how this
experiment and our analyses may scale to other systems. Because our set of encodings is based on three core aspects of visual analytics, data, user, and interface, we frame the extensibility of our approach in terms of data and interface.

The data in our experiment is the image in which participants search for Waldo. At a data scale of twenty-megapixels, our state-based interaction encodings, which are closely tied to the data because they capture what parts of the image a participant sees, reach hundreds of features to over 1000 features. As the size of the data (image) increases, the state space and edge space may not scale. However, the event-based and sequence-based encodings depend only on the interface, and thus could scale with larger image data.

Conversely, the interface in our experiment is a simple set of seven buttons. Increasing the complexity of the interface affects the event-based and sequence-based encodings. The mouse-event features include statistics about how often each button is pressed, and the sequence-based encoding requires a different symbol for each button. While these two encodings may not be able to scale to meet increased interface complexity, the state-based encoding is unaffected by the interface and thus could scale with the number of controls.

The three encodings we used in this chapter can all be extracted from the same interaction logs. Each one of them provides enough information to recover task performance efficiently. Because of their complementary relationships with the core concepts of interface and data, their strength, as an ensemble, at learning from interaction data is not strictly constrained by either interface or data complexity.

The scalability of the ensemble of encodings raises the possibility that our approach could be generalized to other visual search tasks and to complex visual analytics tasks. In particular, since users’ interactions in visual analytics tasks have been shown to encode higher-level reasoning [39], we envision that our technique could be applied to other sub-tasks in visual analytics as well. Specifically, we consider the Waldo task as a form of the data search-and-filter task in the Pirolli and Card Sensemaking Loop [133]. We plan on extending our technique to analyzing user’s interactions during other phases of the analytic process such as information foraging, evidence gathering and hypothesis generation.
7.9.2 Personality

Being able to demonstrate that there is signal in this interaction data that encodes personality factors is exciting. However, none of the results for personality factors are as strong as those for completion time. Not only are the overall accuracy scores lower, but we found that in examining the time-based scores (as in Section 7.7), for many personality factors, there was not a persistent trend that more data helped the machine learning (Figure 7.6 shows one of the stronger examples where there is a trend).

While the prediction accuracies are low, our results are consistent with prior findings [151] in the human-computer interaction community on individual differences research. Taken together, this suggests that although personality and cognitive traits can be recovered from users’ interactions, the signals can be noisy and inconsistent. In order to better detect these signals, we plan to: (1) explore additional machine learning techniques, like boosting [142] for leveraging multiple learners together, and (2) apply our techniques to examine interactions from more complex visual analytics tasks. We expect the latter to amplify results as Chapter 4 have shown that personality trait effects are dampened when the task is simple. In Chapter 4, for complex inferential tasks, the effects were more pronounced and potentially easier to detect.

7.9.3 Future Work

This work is a first step in learning about users live from their interactions, and leaves many exciting questions to be answered with further research. The ability to classify users is interesting on its own, but an adaptive system could test the feasibility of applying this type of results in real time. For example, since locus of control can affect how people interact with visual representations of data (Chapter 4), a system that could detect this personality trait could adapt by offering the visualization expected to be most effective for the individual user. Different cognitive traits may prove more fruitful for adaptation, but even completion time could be used to adapt, by giving new users advice if they start to follow strategies that would lead to their classification as slow.

Further, of the data representations we evaluated, only the mouse events, the lowest-
level interactions, encode any information about time passing during the task. The other representations do not encode the time between states or button presses, but that information could be useful for a future study. For our sequence-based analysis, our approach was to pair n-grams with decision trees for readability, but there are plenty of existing treatments of sequence data that remain to be tried for this type of data classification on visual analytic tasks, including sequence alignment algorithms, and random process models, e.g. Markov models. Finally, in this work we focused on encoding one aspect of data or interface at a time, but combining feature spaces could be powerful. In fact, in experimenting with a feature space that leverages multiple types of encodings, we achieved 96% accuracy on completion time with mean splitting\(^1\).

The experimental task was a simple version of a basic visual analytics sub-task. Our results could be strengthened by expanding the experiment to test Waldo in different locations, or different stimuli like maps with buildings and cars. The breadth of applicability could be evaluated by testing other elementary visual analytics tasks such as using tables to find data or comparing values through visual forms.

Our plans to extend this work expand on three fronts: (1) evaluating additional personal traits, like cognitive factors such as working memory, to our analyses, (2) trying further machine learning algorithms and encodings to learn from more of the information being collected, like the times of the interactions and (3) extending experiments with different tasks including deeper exploration of visual search. We believe there are many opportunities to extend this work, both experimentally and analytically.

### 7.10 Summary

In this chapter, we presented results of an online experiment we conducted where we recorded participants’ mouse interactions as they played the game Where’s Waldo. We broke the users into groups by how long it took them to find Waldo (completion time) and their personality traits. Visualizing the participants views of the data, we showed that there are differences in strategies across groups of users. We then applied machine learning tech-

\(^1\)Specifically, we tested a modified state space encoding where the zoom level information is replaced by an identifier of the button click that caused the state.
Table 7.4: Additional SVM Results - all results are calculated using leave-one-out cross validation.

<table>
<thead>
<tr>
<th>Data Representation</th>
<th>Class Split</th>
<th>Classifier</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Completion Time</td>
<td></td>
<td></td>
</tr>
<tr>
<td>edge space</td>
<td>mean, nomed, mean</td>
<td>SVM(_{poly})</td>
<td>87</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SVM(_{poly})</td>
<td>72</td>
</tr>
<tr>
<td>mouse events</td>
<td>mean, nomed, mean</td>
<td>SVM(_{poly})</td>
<td>88</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SVM(_{poly})</td>
<td>82</td>
</tr>
<tr>
<td>LOC</td>
<td>mean, nomed, mean</td>
<td>SVM(_{poly})</td>
<td>62</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SVM(_{poly})</td>
<td>63</td>
</tr>
<tr>
<td></td>
<td>mean, nomed, mean</td>
<td>SVM</td>
<td>63</td>
</tr>
<tr>
<td>Neuroticism</td>
<td>mean, nomed, mean</td>
<td>SVM(_{poly})</td>
<td>68</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SVM</td>
<td>68</td>
</tr>
</tbody>
</table>

Techniques, and demonstrated that we can accurately classify the participants based on their completion time using multiple representations of their interactions: visualization states, low-level mouse events, and sequences of interface button clicks. By examining artifacts of our machine learning work with these sequences, we were able to identify short sub-sequences of interactions that identify groups of users. These human-readable classifier results hint at user strategies across groups. We were also able to detect and classify the participants based on some personality factors: locus of control, extraversion, and neuroticism. Finally, we showed the dependence of the machine learning results on the observation time of the participants.

7.11 Appendix: Extended Results

Though we demonstrated that completion time and personality can be modeled from raw interactions can be done directly with off-the-shelf tools using default settings, further attention to detail can yield stronger classifiers. In this appendix, we discuss some additional results that we achieved by tuning the algorithms, including applying principal component analysis (PCA), and optimizing the parameters of support vector machines (SVMs).

The SVM algorithm is sensitive to a slack parameter [34] and to the choice of kernel. Common practice is to address this by using a parameter search to find the best parameter.
values [72]. In the context of deploying the best possible classifier for a given dataset, that entails simply trying different choices of the parameter (or sets of parameters) and evaluating the classifiers until the best can be reported. Since our goal is instead to evaluate the classifiers and encodings themselves for this type of data, we take the approach of validating the algorithm of classifier+param-search. As usual for cross validation, the data is split into $k$ folds. Each fold takes a turn as the test data, while the other folds are used for training, providing $k$ samples of accuracy to be averaged for a total score. In testing a classifier+param-search algorithm, the algorithm being evaluated on one fold is one that chooses a parameter by testing which value produces the best classification result. To evaluate “best classification result”, another (nested) cross validation is needed. The original fold’s training data is split into folds again and cross validation is used over those inner folds to pick the optimal parameter. Weka implements a more sophisticated version of this practice that allows optimizing two parameters at once (generally referred to as grid search) and uses optimizing heuristics to limit the number of evaluations [130]. We have used this implementation to run a grid search that optimizes over (1) slack parameter and (2) degree of polynomial for kernel (1 or 2, i.e. linear or quadratic). In Table 7.4, this classifier is called $\text{SVM}_{\text{poly}}$. This table shows highlights of the results that we produced with this technique.

Another helpful factor in working with SVMs on high-dimensional data is principal component analysis. PCA projects the high-dimensional data into a lower-dimensional space defined by the eigenvectors of the original data. The number of eigenvectors is chosen to make sure that 95% of the variance in the data is accounted for in the low-dimensional approximation. Applying PCA to the data space was particularly helpful in data representations like state space, which has a high degree of dimensionality. In Table 7.4, data representations with PCA applied are indicated by the subscript PCA.

Overall, the results in Table 7.4 show cases in which our tuning produced higher-accuracy classifiers, and revealed signal with feature spaces or class splitting criteria that otherwise could not encode certain traits. The completion time results for the edge space and mouse event feature spaces are improvements of up to 32%. Specifically with edge space encoding and mean split, $\text{SVM}_{\text{poly}}$ offers 82% accuracy instead of 62% with off-

---

2We used the Weka filter implementation with this option enabled.
the-shelf SVM. In our earlier analyses, we did not find sufficient signal to report on LOC with any state-based encodings, but using PCA or parameter search makes that possible. Through applying standard methods for tuning SVM, we gained higher accuracy over our existing results, and demonstrated connections between encodings and traits that were otherwise obscured.
Chapter 8

Discussion

The effects of individual differences on user interaction is a topic that has been explored for the last 25 years in HCI. Though the progress made by this dissertation is undeniable, one limitation is that every cognitive factor that affects visualization performance is not considered. For instance, in Chapter 3 we focused on spatial ability alone and did not consider how differences in personality, working memory, or previous experience can also affect visualization performance. As stated by Yi in his position statement in 2010, the visualization community has yet to employ a comprehensive and standardized model for measuring individual differences such that researchers can better understand how factors in individual differences interact with each other and with existing evaluation techniques [172].

In this chapter, we make a first-step toward a solution by introducing the ICD³ Model (Individual Cognitive Differences) - a 3-dimensional model that encompasses the cognitive facets of individual indifferences. A necessary step in attempting to define a model of individual cognitive differences was to seek an underlying structure of previous research by identifying which factors are dependent and which are independent of one another. By surveying the existing literature, we propose that individual differences can be categorized into three orthogonal dimensions: cognitive traits, cognitive states and experience/bias.

Cognitive traits are user characteristics that remain constant during interaction with a visual analytic system. Factors such as personality, spatial visualization ability, and perceptual speed are all examples of cognitive traits. These have been shown to correlate with
Figure 8.1: The ICD³ categorizes individual cognitive differences in three orthogonal dimensions: Cognitive Traits, Cognitive States, and Experience/Bias

a user’s ability to interact with a visualization [24, 32, 59, 162, 177] and can be generalized to predict the behavioral patterns of users with different cognitive profiles.

Cognitive states, on the other hand, are the aspects of the user that may change during interaction and include situational and emotional states, among others. Research has shown that a user’s performance can be significantly altered by changes in their emotional state [6, 49, 93, 131, 141, 146], and the importance of combining workload with performance metrics has been noted for decades [74, 126, 171]. Although cognitive states are difficult to measure because of their volatility, they provide important contextual information about the factors affecting user performance that cannot be described through cognitive traits alone.

Cognitive states and traits can describe a significant portion of a user’s cognitive process but they are not comprehensive; experience and biases can also affect cognition. Intuitively, we think of experience and bias separately, but they both describe learned experiences that can affect behavior when familiar problems arise, and are therefore not orthogonal. Although there has been little work about the impact of experience/bias on interaction with visual analytics systems, previous studies have shown that learned behavior such as confirmation bias can significantly affect performance and decision-making [69].

Taken together, these three dimensions can create a model that encapsulates the cognitive aspects of individual differences (Figure 8.1). Similar to how analyzing state
and trait alone would disregard potential performance gains from expertise, ignoring any one dimension of the model would also result in an incomplete description of performance. For example, analyzing only expertise and traits ignores changes that may be triggered by workload or emotions (cognitive state). Thus, the model is only complete if all three dimensions are considered. By using ICD$^3$, evaluators can identify what factors must be controlled in an experiment and which should be included as independent variables. The community can also begin to evaluate visualizations using this common platform and be able to better reproduce and extend each other’s research.

8.1 The ICD$^3$ Model

In light of the three dimensions that we have discussed, we believe that a structured model would be useful in order to describe individual cognitive differences when users interact with visualizations.

We therefore propose a three dimensional model that is composed of cognitive traits, cognitive states, and experience/bias - the ICD$^3$ model. In this model, each orthogonal dimension would represent an individual difference of a user thereby allowing researchers to describe or perhaps even predict a user’s ability to interact with a visualization, by knowing where that individual lies along the three different axes. This would allow for not just isolated cognitive factors, but for the interaction of the user’s different cognitive abilities.

Figure 8.2 gives a hypothetical example of a user looking at percentage judgments in treemaps. The cognitive state in this example is the user’s workload, their cognitive trait is their working memory capacity, and their experience/bias is how experienced they are with treemaps. An ICD$^3$ model would show that if the user is an expert, has a low workload, and has a high working memory capacity, then they have higher performance and abilities with percentage judgment in treemaps. Conversely, if the user is overloaded with work, has a naturally low working memory capacity, and has no experience of treemaps, then they will be less effective in performing that task.

After defining the visualization, task, and cognitive factors, a set of experiments can then be run in which participant workload, working memory capacity, and experience
Figure 8.2: An example of how an ICD^3 model might be constructed. We map the interaction of workload, working memory capacity, and experience on performance of percentage judgments in treemaps. Darker red represents better performance.

is varied. For each interaction of factors, performance is recorded in the instance at the appropriate coordinates. Given enough data, we construct a descriptive topology of performance for a task and visualization.

Unfortunately, the interaction of cognitive facets is ordinarily much more nuanced than depicted in Figure 8.2. For the sake of simplicity, we chose working memory capacity, workload, and experience because their impact on performance is relatively straightforward. But in practice, we have little knowledge of how other combinations of state, trait, and experience/bias influence interaction with a visualization.

For example, some studies have shown that extraverts and introverts perform differently when they receive positive or negative feedback about a task, thus modifying their cognitive state [12]. Introverts tend to perform well when given positive feedback and worse when given negative feedback. Reciprocally, extraverts perform worse than intraverts given positive feedback, but their performance improves under negative feedback. This exemplifies why it is important to consider the interaction of state and trait.

However, other studies have suggested that people with an external locus of control (LOC), which is correlated with extraversion [121], perform better in visualizations where they have had no previous experience than people with an internal LOC [177]. This demonstrates how trait and experience can interact to influence performance.
Each of these examples provide a two dimensional snapshot of how cognitive dimensions can impact performance. But how do we combine the knowledge of these two studies? How would performance be impacted when an experienced intravert is given negative feedback, or an inexperienced extravert is given positive reinforcement during a task? Thus, a key attribute of the ICD$^3$ model is that limiting the scope of evaluation to any two of the three described dimensions leaves an incomplete and potentially misleading model of performance:

- Analyzing state and trait without experience ignores performance gains by expertise
- Analyzing state and experience without trait ignores interaction differences that are driven by personality or inherent cognitive strengths (e.g. spatial ability)
- Evaluating experience and trait without state disregards the moment-to-moment cognitive changes in the user that could be driven by emotion or workload

While instances of the ICD$^3$ model should be constructed for an explicit task and visualization, we imagine that the interaction of certain cognitive factors will be generalizable across visual forms (and tasks). In the next section, we explore the implications of the ICD$^3$ for design.

### 8.2 Toward Adaptive Interfaces

One important advantage of understanding individual users’ cognitive states, traits, and biases as a cohesive structure is that this opens up the possibility of developing adaptive, mixed-initiative visualization systems [152]. Similar mixed-initiative systems were proposed in the HCI community by Horvitz in 1999 [71]. As noted by Thomas and Cook in *Illuminating the Path* [152], an important direction in advancing visual analytics research is the development of an automated, computational system that can assist a user in performing analytical tasks. However, most visualization systems today are designed in a one-size-fits-all fashion without the ability to adapt to different users’ analytical needs into the design.

Creating such mixed-initiative visualization systems is particularly difficult as visualization are often designed to support complex thought and decision-making. Still, there
is some evidence that successful adaptive systems can significantly improve a user’s ability in performing complex tasks. In the recent work by Solovey et al. [148], the authors show that with the use of a brain imaging technology (fNIRS) to detect a user’s cognitive states the system can adapt the amount of automation and notably improve the user’s ability in performing a complicated robot navigation task. Afergan et al. also used fNIRS to detect mental states of unmanned aerial vehicles (UAVs) operators as the completed complex UAV navigation tasks [2]. They designed a system that successfully detects when the operator is in the state of boredom or high workload, and automatically increase or reduce workload depending on the operator’s cognitive load [2].

It is clear that adaptive systems can offer new possibilities for visualization research and development, but more work is necessary to model how and when a system should adapt to a user’s needs. In general, there are two ways to perform real-time system adaptations: 1) dynamic back-end adaptations, and 2) dynamic front-end adaptations. Both concepts have existed for decades in the AI and HCI communities [79].

**Dynamic back-end adaptation:** This is an unobtrusive approach to adaptation. In these systems, the current display remain unchanged but the system performs additional tasks in the background to support the user. For instance, a system could predict a user’s search strategy and perform pre-fetching or pre-computation when the data are large. Existing work in the Database community shows that this is possible. Battle et al. demonstrated how pre-fetching mechanisms can be informed through analyzing users’ interactions [7]. The system can also provide help or addition information in a separate window. From the HCI community, the Ambient Help [110] system displays information that may be relevant to a user’s current task, and work by Billsus et al. [10] suggests improving such proactive information systems by allowing users to adjust their obtrusiveness.

**Dynamic front-end adaptation:** In these systems, the display will dynamically adjust itself to the support a specific user or task. For instance, to support exploratory tasks a system could assist a user by highlighting exploration paths that a user may be unlikely to explore, or recommend visualizations that are better suited for a detected analysis pattern.
Relevant to this type of adaption, Sears and Schneiderman proposed split menus where the most frequently used menu items would percolate to the top of the list in order to facilitate faster access [143]. A popular example of similar menu adaptation is the Microsoft Smart Menus which was introduced in the Windows 2000 operating system. Also the in HCI community, Jefferson and Harvey successfully demonstrated how a system’s graphical presentation can be adapted based on a user’s color blindness [81, 82]. Recent work by Carenini et al. explored different ways of adapting information visualizations and demonstrated how interventions can significantly improve performance [19].

By monitoring the user and intelligently tailoring situationally appropriate information to the user, we can create next generation user interfaces that better support the user’s analytics process. Furthermore, we can begin to design visualization systems that actually leverage the acuity of the human visual system as well as our capacity to understand and reason about complex data. Such systems may be able to overcome (or even leverage) some of the limitations imposed by the human brain such as limited working memory, bias, and fatigue.

### 8.3 Limitations and Future Work

Creating a precise model of individual differences is a daunting task. From the literature, we see that even the slightest deviations between people can influence performance on a visualization. Cognitive states may interact with and manipulate each other - for example, emotional state has been shown to impact working memory - and people simultaneously bring many traits and experiences to the table each time they see a visualization. Furthermore, there are almost certainly cognitive traits, states, and experiences that impact interaction significantly more than others.

While we do not believe that these problems impact the orthogonality of our proposed model, it illuminates the potential dependency of factors within each dimension, increasing the difficulty of predicting human interaction. We highlight at least two future areas of research that will be critical to addressing these challenges.

First, discovering new and unobtrusive methods to capture cognitive state, trait,
and experience/bias will ultimately drive research in individual cognitive differences. For example, in Chapter 7, we saw that we can detect user attributes by analyzing their click steam data. Recent advances in non-intrusive physiological sensors that detect emotional states, such as the Affectiva Q-Sensor [134], will enable future studies into the impact of emotional state and visualization performance. In real-world scenarios, it is unrealistic to expect users to be subjected to a deluge of forms and intrusive monitoring equipment. The simple act of filling out personality surveys or applying brain sensing equipment is enough to potentially modify cognitive state (or introduce biases) before interaction. It should be a central goal to develop new and effective ways in which we can automatically detect these states.

Second, finding dominant individual cognitive factors both within dimensions and between dimensions should limit the sheer volume of cognitive tests necessary to describe interaction. For example, if participants have a low working memory capacity, their locus of control might not matter given a certain task and a visualization. If this is true, then detecting and adapting to locus of control may be unnecessary. Similarly, we suspect that a person’s experiences and biases may impact performance more than many other cognitive traits and states. Thus, if we know a person is an expert at a simple task, emotional state might be irrelevant. Identifying these dominant factors should reduce the number of interactions between cognitive factors.

The generalizability of cognitive states, cognitive traits, experiences/biases on performance in visualization has yet to be seen. As a result, the ICD$^3$ model takes a conservative approach by specifying an exact set of cognitive factors and requiring tests to be performed on a fixed task and fixed visualization. By identifying important factors or important interactions between factors, we hope to construct new metrics in the future that are more predictive of interaction with a visualization.

### 8.4 Summary

We have made initial steps towards a model that captures the various cognitive aspects that affect visualization performance by dividing them into three dimensions: cognitive states,
cognitive traits, and experience/bias. Furthermore, we have discussed how each of these
dimensions are orthogonal to each other, meaning that during visualization interaction, a
user may exhibit different values for states, traits, or experience/biases. Each of the dimen-
sions are found to influence cognitive processes related to visualization, such as reasoning
and perception. The ICD$^3$ model provides a sample space for experiments involving visu-
alizations, so that we may form a better understanding of the cognitive underpinnings of
visualization.
In this dissertation, we laid the foundation for developing next generation visualization systems which will detect and adapt to a specific user’s cognitive needs. We demonstrated how individual differences can impact reasoning with real-world visualizations for medical risk communication, and saw that spatial ability influences reasoning across different representations of medical test statistics. We also saw that the personality trait locus of control is a significant predictor of speed and accuracy with a variety of layout styles for hierarchical visualizations. Chapter 5 demonstrated the solidity of the relationship between locus of control and performance by showing how changes in locus of control can predictably influence performance. Altogether, the work in Chapters 3, 4 and 5 reveal how nuances in individual characteristics can determine the effectiveness of a visualization tool.

In Chapters 6 and 7, we explored the feasibility of detecting user attributes from their interactions with a visualization tool. We saw that locus of control was a significant predictor of search strategies with hierarchical visualizations, and demonstrated how we can leverage advances in Machine Learning to automatically detect user attributes. We found that it is indeed possible to detect user attributes in real-time, thus supporting the promise of adaptive visualization systems.

Finally, we introduced the ICD$^3$ model which categorizes individual cognitive differences into three orthogonal dimensions: Cognitive Traits, Cognitive States, and Experience/Bias. We demonstrated the utility of this model for comparing and evaluating visualizations with respect to the impact individual cognitive differences, and discussed different
adaptive techniques for visualization systems. In closing we examined the model’s limitations and avenues for future work. Through this research, we have made significant advances toward creating personalized visualization systems.
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