
SPR Day 16
Agenda:

1: Q&A about new “online” flipped classroom format
2: Short exercises about Gaussian mixture models and EM
3: Q&A like office hours  





Exercise 1: Write two versions of GMM 
likelihood, complete and incomplete





Exercise 2: What is entropy?

• Write down the expectation that defines the entropy of a discrete 
random variable z with PMF q(z)

Sample space of z = {1, 2, 3, … K}





Exercise 3: What is KL divergence?

• Write down the expectation that defines the KL divergence between 
two distributions over a discrete random variable: q(z) and p(z)





Exercise 4

Assume:
• GMM for 1-dim data, with K = 3
• There exists a function scipy.stats.norm.logpdf that computes the log pdf of a 1d normal

Given:
• x : a scalar observation from a GMM
• pi_K, mu_K, sigma_K : GMM parameters

Goal:
Write python function that could compute

log p(x) = log GMMPDF(x)

EXTRA POINTS: Should be numerically stable!



Exercise 4: Solution






