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INTRODUCTION
Reverse engineering is a complex task essential to several software security jobs like vulnerability discovery and malware analysis [14]. While traditional program comprehension tasks (e.g., program maintenance or debugging) have been thoroughly studied [2, 9, 10], reverse engineering diverges from these tasks as reverse engineers do not have access to developers, source code, comments, or internal documentation. Further, reverse engineers often have to overcome countermeasures employed by the developer to make the task harder (e.g., symbol stripping, packing, obfuscation).

Significant research effort has gone into providing program analysis tools to support reverse engineers [1, 3, 5, 11, 12]. However, little work has been done to understand the way they think and analyze programs, potentially leading to the lack of adoption of these tools among practitioners [6, 7].

This paper reports on a first step toward better understanding the reverse engineer’s process and mental models and provides directions for improving program analysis tools to better fit their users. We present the initial results of a semi-structured, observational interview study of reverse engineers (n=15). Each interview investigated the questions they asked while probing the program, how they answered these questions, and the decisions made throughout. Our initial observations suggest that
reverse engineers rely on a variety of reference points in both the program text and structure as well as its dynamic behavior to build hypotheses about the program’s function and identify points of interest for future exploration. In most cases, our reverse engineers used a mix of static and dynamic analysis—mostly manually—to verify these hypotheses. Throughout, they rely on intuition built up over past experience. From these observations, we provide recommendations for user interface and program analysis improvements to support the reverse engineer.

**METHODOLOGY**

We employ a semi-structured interview protocol, designed to gain detailed insights into reverse engineering experts’ processes. We conducted these interviews between October 2018 and January 2019. In the interest of a rigorous qualitative process, we interviewed reverse engineers until we stopped seeing new themes emerge [4, pg. 113-115].

**Recruitment**

We recruited participants through online forums, associated organizations, and relevant conferences. Respondents were first asked to complete a short questionnaire, which included questions about their level of expertise, years of experience, and demographics. We selected from survey respondents at random. However, we weighted our selection to favor participants with more skill and years of experience to ensure we primarily interviewed experts.

**Interview Protocol**

We implemented a modified version of the Critical Decision Method, which is intended to reveal expert knowledge by inquiring about specific cases of interest [8]. We asked participants to choose an interesting program they recently reverse engineered, and had them demonstrate the steps they took while we observed. As they walked us through the program, we asked a number of directed questions to probe their mental models. Interviews lasted one hour and 15 minutes on average.

We conducted two pilot interviews prior to the full study. After each pilot, we made adjustments so as to use appropriate terminology and improve question flow. No changes to the protocol were necessary after the second interview. For this reason, we included the second protocol interview in our main study data.

**Program background.** We began by asking participants to describe the program that they chose to reverse engineer. This included questions about the program’s functionality, the size of the program, what tools (if any) they used, and whether they worked with others.

**Reverse engineering process.** We then asked them to walk us through their process. To allow us to observe behaviors that might be subconscious, interviewees shared their screen. We encouraged
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**Sidebar 1: Items of interest**

- **Hypotheses** - Questions that must be answered or conjectures about what the program does. Generally, reverse engineers might form a hypothesis about the main purpose of some function, or about whether some specific control flow is possible.
- **Simulation methods** - Any process where a participant discusses reading or running the code to determine its function. Simulation is essential to understanding how a program works. Programmers use tools like debuggers and strategies like line-by-line manual investigation to understand how a program works. Reverse engineers apply similar strategies, and we seek to identify these.
- **Beacons** - Patterns or tells that a reverse engineer recognizes, allowing them to quickly understand the functionality of some code without stepping through it line-by-line.
- **Decision points** - Moments where the participant must decide between one or more actions during their process. This can include deciding whether to delve deeper into a specific function or which simulation method to apply to validate a new hypothesis.
- **Resources** - Any documentation or information source external to the code that the reverse engineer uses to answer a question about the program’s functionality.
participants to share their entire process even if a particular speculative step did not eventually support their final goal.

**Items of interest.** We chose to focus on the items given in Sidebar 1 which are important to the reverse engineering process. For each item observed, we asked participants to explain the reasoning behind any conclusions they reached or actions taken.

**Data Analysis**

We plan to complete a systematic analysis of our interview transcripts using an iterative open coding method to identify themes [13, pg. 101-122]. However, this analysis is not yet complete. The initial observations outlined in the next section are simply high-level themes that stood out to both the interviewer and a second researcher who reviewed all interview recordings. Therefore, our observations represent a lower bound of theme prevalence.

**INITIAL OBSERVATIONS**

An initial review of themes from our interviews highlighted the fact that reverse engineers perform an iterative process: They begin with questions and related hypotheses, evaluate them by simulating the program, and recognize information through beacons, which inform new questions and hypotheses and require decisions to be made regarding which paths to investigate further. This loop is depicted in Figure 1.

**Questions/Hypotheses**

Reverse engineering is inherently a process of knowledge discovery; reverse engineers begin with high-level goals and questions which lead to more specific questions, whose answers feed back to their higher-level agenda.

**Began with general questions.** At the start, many reverse engineers begin with broad questions to understand the program’s functionality. Most of our participants started by looking at the API calls, variable names, and strings included (N=8).

Other reverse engineers first want to know what the program does under normal conditions, asking "What happens when you run the program?"(N=4) or "What does the main function do?"(N=4). These questions provide a starting point for familiarization and allow identification of more specific lines of inquiry.

**As they learned more, they asked more specific questions.** As reverse engineers learn about the way the program functions, they identify points of interest and ask specific questions about the program state at those points. For example: "What are the possible values of variable X at point Y?"(N=6), "Can
user data get to point X?" (N=5), or "Is a given control flow path possible?" (N=3). P2 asked all three questions after identifying a potentially vulnerable function. To determine whether an exploit was possible, he had to know if the function was ever called, if user input was passed to it, and how he could manipulate that input.

Simulation Methods

Once they determine a question to answer, the next step is to simulate—or in some cases actually run—the program.

Most scan for "interesting" components. Many reverse engineers look over the code for named components (function calls, variables, strings), constants, and control flow structures, without focusing on how they were used (N=12). Some also execute the program to determine the set and context of strings displayed and APIs called (N=4). This is used as an initial pass to identify "interesting" components for more detailed review.

Some only mentally execute instructions related to specific data flows. Reverse engineers rarely read the program line-by-line, and they only do it for very small, complex sub-components (N=2). Instead, when they read the code, they focus on specific data flows; skipping any line that does not influence the data of interest (N=8).

Some switched between static and dynamic analysis. Reverse engineers regularly switch between static and dynamic analysis with the results of one feeding the other (N=5). Two participants (P8 and P14) ran the debugger side-by-side with program code so they could quickly switch between the two; scanning the code for interesting points and using the debugger to look up concrete values.

Beacons

As reverse engineers simulate the program, they recognize a variety of beacons that allow them to make additional inferences.

Similar beacons to prior program comprehension literature. As was the case with developers in prior work, reverse engineers utilize named values (strings, variables, and APIs) (N=10), unique constants (N=3), and patterns of variable manipulations (N=2). To give an example of what these beacons look like, Figure 2 shows a simplified version of an encryption routine. The named variables key and cipherText indicate that this is likely an encryption function. The fact that it performs XORs on individual characters tells the reverse engineer that it is an XOR-based cipher.

Considered additional beacons. In addition to the beacons identified previously, reverse engineers also make inferences based on control flow structures (N=3), patterns in concrete values in the execution.
key = userInput()
cipherText = ""
for a, b in zip(*map(bytarray, [data, key]))
  cipherText += chr(a^b)
print cipherText

Figure 2: Sample code for XOR cipher to highlight beacons recognized by reverse engineers

trace (N=5), and the code’s position within the program flow (N=2). Returning to Figure 2, if the code is part of program initialization, then it might decrypt stored values or create a session key. If the code is in the main loop, then it is probably for encrypted communication or logging. This was the reasoning used by P10 to differentiate encryption routines for initial server authentication as opposed to file encryption (the main task of the ransomware). These additional beacons are likely used because information is more scarce than in a traditional development setting.

Decisions
From their additional inferences, reverse engineers consider further questions and hypotheses to test, but have to make decisions about how to most effectively use their time.

Made based on prior experience. In most cases, reverse engineers decide routes of investigation based on prior experience of which are most “interesting” or likely to lead to their end goal. For example, they might step into a function if it has “interesting” inputs (N=5), is surrounded by relevant named values (N=2), calls a function of interest (N=3), or has output that is a condition of a control flow path of interest.

Rely on heuristics to bootstrap. When reverse engineers do not notice any similarities with prior work, they make decisions based on heuristics, such as function size (N=1) or complexity (N=2).

RECOMMENDATIONS
Two significant results, given in Sidebar 2, stand out from our findings. These results provide valuable insights for both developers of reverse engineering user interfaces and program analyses.

Make beacons easier to find and process. As beacon processing plays a significant role in reverse engineering, UIs should provide listing and searching functions for all beacons—not just strings and APIs. Additionally, program analyses that highlight similarities between code structures and automatically infer beacon semantic information should be prioritized.

Support integration of static and dynamic analyses. Because reverse engineers regularly switch between static and dynamic methods, their UIs should add support for interactions that allow seamless switching, automatically passing context information. Similarly, program analysis developers should create abstractions that allow both static and dynamic traces to be processed together.
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