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Abstract
As the science community has recognized the vital role of communicating to 
the public, science communication training has proliferated. The development 
of rigorous, comparable approaches to assessment of training has not kept 
pace. We conducted a fully controlled experiment using a semester-long 
science communication course, and audience assessment of communicator 
performance. Evaluators scored the communication competence of trainees 
and their matched, untrained controls, before and after training. Bayesian 
analysis of the data showed very small gains in communication skills of 
trainees, and no difference from untrained controls. High variance in scores 
suggests little agreement on what constitutes “good” communication.
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The single biggest problem in communication is the illusion that it has taken 
place.

—George Bernard Shaw

Scientists spend upward of a decade learning to communicate in the special-
ized language of their disciplines and subdisciplines. The science community 
is unified behind the idea that it is also vitally important that scientists com-
municate the results of their work to the public, with federal funding agencies 
increasingly focused on formal and informal outreach as a component of 
research activities, and with communication training as a component of 
STEM (science, technology, engineering, mathematics) graduate education. 
Rigorous assessment of such training has lagged behind.

There is broad agreement that to communicate to the public successfully, 
scientists must use different language and approaches than those used in the 
scientific arena itself (Fischhoff & Scheufele, 2013, 2014). The belief that 
those skills can be taught has led to the proliferation of programs to provide 
training in science communication both in and out of academic institutions.

Programs are aimed at undergraduate and graduate students as well as 
working scientists in academia, government, or nongovernmental organiza-
tions. Training programs vary widely and include 1 or 2 hours over 1 day; 
full-day or week-long workshops once or repeated over several months; and 
full degree programs (Baram-Tsabari & Lowenstein 2017).

Most programs are aimed at oral communication, and can include media 
training with journalists, or storytelling exercises (see, e.g., StoryCollider.
org, StoryCirclesTraining.com). However, written elements intended to 
improve science communication, such as message distillation (e.g., message 
boxing; Baron, 2010; COMPASS, 2017) are often included, and there are 
formal programs aimed at writing about science for the public (e.g., Druschke 
et al., 2018). One well-known training program incorporates acting improvi-
sation (AldaCenter.org), while others include exercises in using dance, visual 
arts, and poetry to communicate scientific information.

An important element of most training programs involves identifying the 
audience of a message, whether other scientists, public officials, journalists, 
or other nonscientists. Increasingly, consideration of audience values, goals, 
and identity (Besley, 2015; Besley et al., 2015; Dudo & Besley, 2016; 
Peterman et al., 2017; Smith et al., 2013), sometimes referred to as “engage-
ment” (see Rowe et al., 2016 for a review of various and other uses of the 
term), have become a feature of well-recognized training programs, such as 
COMPASS.

This drive to provide science communication training is necessary and wel-
come; cognitive awareness of the barriers to communication is an essential 
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first step that trainings contribute to. However, to date, there is very little 
research establishing standards of evidence by which we can judge whether 
these training activities work to produce effective science communicators in 
practice (but see Rodgers et al., 2018 for a recent exception): How do we 
know that the training actually increases communication skills? Furthermore, 
there is no scale along which the relative effectiveness of one training approach 
can be compared with another. If graduate students are going to spend time 
away from the bench or field sites to learn to communicate with public audi-
ences, should that time be invested in a full-semester course, a 3-Minute 
Thesis competition, or a day-long improvisation workshop? Is one training 
sufficient, or should training be ongoing throughout a graduate program (or, 
indeed, a career)? While trainees may gain different but equally valuable skills 
from different trainings, when federal funding and graduate training time are 
being invested, the ability to identify the most time- and cost-effective 
approach is fundamental.

Ideally, the skills taught in science communication training are based in 
communication theory about how audiences seek, receive, assimilate, and 
use scientific information. In addition, the training should draw on educa-
tional theory about skill development. Science communication, as a disci-
pline, is influenced by many other fields, making it a loosely connected 
patchwork of concepts and theory (Kuehne et al., 2014).

In addition, communication is a multistep process, and each step must be 
executed successfully if the goal of the communicator with respect to the 
audience is to be achieved. Although some change in the behavior of the 
audience may be the ultimate goal of communication, achieving this change 
depends on mastery, and integration, of all the steps. In the context of sci-
ence communication training, the change in behavior of the trainee is the 
subject of interest, although achieving such a change in the audience cer-
tainly counts as evidence of successful training. Communication research 
has focused on many elements that comprise effective communication, par-
ticularly in terms of credibility or trust. This concept alone has been concep-
tualized many ways, such as a mix of ability, benevolence, and integrity 
(Mayer et al., 1995, 2007); of believability, accuracy, trustworthiness, bias, 
and completeness (Flanagin & Metzger, 2000); competence and warmth 
(Fiske & Dupree, 2014); or accuracy, authenticity, and believability 
(Appelman & Sundar, 2016); among many others. Yet there is no agreed-
upon standard for this measure, which varies across contexts.

Thus, in this context we focus on the communicator’s ability to provide 
information clearly and understandably (clarity), on the communicator’s abil-
ity to appear knowledgeable and trustworthy (credibility), and on the com-
municator’s ability to make the audience interested in the subject (engagement). 
We hold that, while communication is a complicated, multistep process and 
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communication experts disagree about the meaning of “effectiveness,” it can-
not be achieved, whatever the ultimate goal, unless each of these conditions 
exists. As in any other branch of science, communication theory requires vali-
dation, and measurement that is comparable across different situations 
(Schemer et al., 2014). A carefully constructed training, assuming that it leads 
to communication with a public audience, can provide a test of both the theory 
and of the approach to training. Viewed in this framework, all science com-
munication trainings are experiments, albeit usually uncontrolled ones, and 
the results should indicate whether communication theory works in the field, 
producing effective communication and successful science communicators. 
Thus, every science communication training should be accompanied by rigor-
ous assessment of the ability of trainees to communicate science effectively, 
and that assessment needs to be transferable among training styles.

Frequently, the assessment of science communication training is based on 
trainees’ self-assessment via survey instruments (e.g., Rodgers et al., 2020); 
true external assessment of their skills (as opposed to, e.g., their sense of self-
efficacy) is almost unknown (Baram-Tsabari & Lewenstein, 2013, 2017). 
While it may be useful to assess whether trainees believe that they have 
learned something, there are serious, well-known shortcomings with this 
approach (Dunning et al., 2004; Falchikov & Boud, 1989; Hansford & Hattie, 
1982). First, the reason training is attempted in the first place is that scientists 
consistently, predictably, make mistakes in judging what audiences will find 
clear and interesting, much less what will move them to some desired action. 
Moreover, trainees assessed this way are rarely asked to compare the value of 
the training they are assessing with a different form of training; in most cases, 
trainees have been exposed to only one form of training, and are therefore 
unable to provide a comparison. More fundamentally, self-assessors are 
likely to be resistant to ranking their own performance as low, either as learn-
ers (Dunning et al., 2004) or as active communicators (Mort & Hansen, 
2010). To the extent that they find their training interesting or thought-pro-
voking, trainees may be inclined to provide the trainer(s) with positive feed-
back and rank the training itself as useful, even if they have gained no 
practicable skills as communicators.

Most important, a belief in self-efficacy is not itself a measure of effective-
ness. Research has shown, repeatedly and across disciplines, that self-assess-
ments inflate communication competence relative to external evaluation 
(e.g., Duran & Zakahi, 1987; Eva et al., 2004; Gruppen et al., 1997; 
McCroskey & McCroskey, 1988; Mort & Hansen, 2010). The key measure of 
the effectiveness of any form of communication training is not only evidence 
that a target audience judges the trainee effective (Bray, 2012; Rodgers et al., 
2018) but also that the target audience finds the trainee a more effective 
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communicator after training than before. This is a crucial point when the 
explicit goal of so much of science communication is not merely to inform 
but to influence public opinion and policy on matters of profound civic 
importance, such as climate change, and to engage public audiences in sci-
ence as a tool for decision making.

In order to develop a rigorous approach to science communication training 
assessment that would be comparable across varied training approaches and 
would provide a direct measure of audience reaction to a communicator, we 
conducted a fully controlled experiment in science communication training. 
As the treatment, we used a semester-long graduate science communication 
course, which was carefully designed to teach best practices according to 
theory about the communication of science (Fischhoff & Scheufele, 2013, 
2014), and we used a large undergraduate class as a test audience. Audience 
members provided fully independent scores of the effectiveness of the stan-
dardized communication of both the trainees and their matched, untrained 
controls, both before and after the training period. Our aim was three-fold: (a) 
we wished to explore the usefulness of audience members’ responses in 
assessing communication effectiveness, in the interests of developing a rigor-
ous, scalable, transferable assessment method that could be used to evaluate 
the effectiveness of individual training programs, and to compare different 
programs; (b) we wished to determine whether self-assessment aligned with 
the assessment provided by external evaluators; and (c) we wanted to assess 
whether science communication training, including our own course, results 
in measurable improvement in science communication skills, as assessed by 
an audience.

Method

Science Communication Course

With the assistance of an expert in educational theory, we created a graded, 
three-credit, semester-long science communication course that was designed 
to engage both STEM graduate students and journalism undergraduate stu-
dents in the theory and process of communicating science to public audi-
ences. Three of us were involved in both the design process and in teaching 
the course (MR, an active science communicator who had been teaching sci-
ence communication to STEM graduate students for the previous decade; 
RW, a journalist with 30 years of experience before becoming a journalism 
professor; and RC, a former journalist with a Pulitzer Prize in investigative 
reporting and a PhD in Evolutionary Biology). Journalism students were 
present in the class as a training aid to the subjects; although their own 
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learning was facilitated by the class, they were not themselves experimental 
subjects, and our data collection activities did not include them, or their work. 
Although a training approach that took less time (e.g., day- or week-long 
workshops) would have yielded a larger sample size, we chose to work more 
intensively with fewer students in order to maximize the likelihood of a train-
ing effect large enough to be measurable.

We taught the course every fall semester for 3 years (2016-2018). In order 
to attract students from a wide range of STEM disciplines, each year we 
advertised the course to every STEM department on the University of 
Connecticut campus via e-mail to departmental e-mail lists and campus-wide 
news digests. Journalism students were recruited via announcements to jour-
nalism classes and the departmental e-mail list. In order to ensure a consistent 
and high level of active interaction with the journalists and practice for train-
ees, we limited the course to 10 graduate STEM students each year and aimed 
for at least half as many undergraduate journalism students; in 2 of 3 years we 
exceeded that mark (Fall 2016, 4 students; Fall 2017, 8 students; Fall 2018, 7 
students).

The course consisted of a 4-week introductory phase in which readings 
from the science communication literature, lectures, and discussions high-
lighted the role of scientists and journalists in public communication of sci-
ence. We also identified known barriers to effective science communication 
and introduced various approaches to overcoming those barriers (e.g., 
Message Boxing, COMPASS Science Communication, Inc., 2017; framing, 
Davis, 1995; Morton et al., 2011; narrative structure, Dahlstrom, 2014; intel-
lectual humility, that is, openness to audience expertise and viewpoint: Lynch, 
2017; Lynch et al., 2016). Active learning exercises during this phase were 
designed to make science and journalism students comfortable with collabo-
ration, and to make theory concrete (see Supplemental Materials, available 
online, for our syllabus with further detail). All 11 subsequent weeks of the 
semester were devoted to active practice and postpractice reflection on sci-
ence communication skills. We required each STEM student to be inter-
viewed by a journalism student; the 20-minute interviews were conducted 
outside of class and were video recorded. Both the STEM student and the 
journalism student were required to complete and submit forms detailing 
their process of preparation for the interview. The journalism student then 
produced a short (500-word) news story based on the interview, which served, 
in part, to make manifest the ways in which the STEM student had failed to 
help the journalist understand the material. The whole class in a subsequent 
course meeting reviewed both the written piece and the video. Every student 
was required to produce and hand in written peer analysis/feedback forms 
completed while watching the video. We discussed and critiqued with the 
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students the level of success the scientist had in communicating a technical 
research issue, and explicitly drew connections between the communication 
behavior of the scientist in each video with the conceptual material covered 
earlier in the course. We also reviewed and discussed the level of understand-
ing the journalist gained in interpreting that message, as displayed in the 
news story. We required that each STEM graduate student do two interview 
sessions, resulting in 20 interviews displayed and discussed in each semes-
ter’s course, for a total of 60 over the entire study.

In addition to our other data collection (see Data Collection), all STEM 
students completed both standard university Student Evaluations of Teaching 
and our own end-of-course evaluation survey, in which STEM students 
addressed their own perceived self-efficacy in greater detail.

Data Collection

Subject Selection. True randomization of students enrolled in a treatment class 
is, of course, not possible since students who did not wish to take the class 
could not be compelled to do so. Given that, we focused on controlling fac-
tors other than training that might influence results. We selected a total of 30 
STEM trainees during the fall semesters of 2016 to 2018. In the first (Fall 
2016) iteration of the course, a first-year postdoctoral researcher was allowed 
to take the class when an admitted student failed to register; the admitted 
postdoc completed all course requirements and participated in all research-
related activities and is treated in our data set as any other trainee. In the fall 
of 2017, one student dropped out of the course too late to be replaced, leaving 
us with a total pool of 29 trainees. Course advertisements generated requests 
for permission numbers for the class from STEM graduate students across a 
wide range of disciplines, degree programs, and stages of graduate career; 
there was a waiting list every semester we taught the course, which by the 
third iteration had more students on it than there were seats in the class.

We sent STEM students who asked for permission to take the class an 
information sheet that stated that the course was the subject of research on the 
effectiveness of science communication teaching methods, and as such, 
would require complete attendance (i.e., would not allow skipping class for 
research activities or conferences out of town) even from students who chose 
not to give their consent to being study subjects; this policy reduced variance 
in communication competence that may have arisen due to missing class 
exercises, discussions, or active practice. Prospective students were also 
asked to fill out a questionnaire affirming that they had no barriers to consis-
tent, complete attendance, and providing information in their discipline, 
degree program (MS or PhD), year of their program, stage of their research 
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project (e.g., project design, data collection, analysis, writing), gender, status 
as an English as a first- or second-language speaker, and previous experience 
with science communication and science communication trainings (e.g., 
independent reading; hour-long, day-long, or week-long workshops; or 
semester-long classes).

Exact composition of the classes depended on the pool of applicants for 
entry to the class, but in choosing STEM students to admit to the class, we 
applied a hierarchy of goals to be met for the study; in descending order of 
importance they were: Discipline (maximizing the range of disciplines repre-
sented in the classroom), Stage (preferring late-stage students over early-
stage), Gender (balancing in a given class), and ESL (English as second 
language) status (non-ESL students were preferred, all else being equal). We 
excluded those with scheduling conflicts (e.g., students who declared they 
were already committed to fieldwork or a conference presentation that would 
cause them to miss classes), those who were at too early a stage in their 
graduate careers to have any data they could communicate about, and those 
with more than a single hour-long science communication workshop training 
in their background.

Recruitment for the course resulted in the enrollment of students from a 
wide variety of STEM disciplines: Animal Science, Chemistry, Ecology and 
Evolutionary Biology, Environmental Engineering, Genetics and Genomics, 
Geological Sciences, Molecular and Cell Biology, Natural Resources, 
Physiology and Neurobiology, and Statistics. Factors higher in our hierarchy 
of goals resulted in the selection of at least one ESL speaker in every class.

Control Selection. Many factors can affect an individual’s ability to communi-
cate science well, including experience, prior training, and scientific disci-
pline. We wished to isolate the effect of training, specifically, in our course. 
Therefore we analyzed subjects in pairs: For each STEM trainee, we recruited 
(via campus-wide ads that offered payments for participation) and selected a 
control from a pool of volunteer graduate students across STEM departments 
at the University of Connecticut. Graduate students who volunteered as con-
trols filled out an online survey in Qualtrics XM (Qualtrics, Provo, UT, USA) 
that asked for demographic, first language, and education information, along 
with information about the level of previous science communication training 
(none; short workshop [hour-long, day-long], longer [week to semester-long 
training]); the latter information helped us control for the fact that students 
who registered for the course were a self-selected sample with declared inter-
est, and perhaps greater-than-average experience, in science communication 
concepts and practice. From the pool, we selected the individuals who 
matched most closely with each trainee taking the course, taking into account 
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(in order of importance): gender, first language, department, number of years 
in graduate school, and prior science communication training, if any. All 29 
students were matched with controls with the same gender and first language 
(i.e., English vs. ESL). We were able to match 18 of the 29 students to con-
trols in their same academic department; where limitations of the volunteer 
pool of controls did not allow controls to be drawn from the same department 
as their trainee, we matched as closely as possible within general discipline 
(e.g., a Statistics trainee matched to a Mathematics control). Twenty of the 29 
trainee/control pairs were matched in having had no previous formal com-
munication training. The remaining 10 trainee control pairs were matched as 
closely as possible, given the volunteer pool; none of either the trainees or 
controls in the imperfectly matched pairs had more than a short workshop 
aimed at science communication, and in all but two cases, the trainees had the 
greater training exposure.

Video Recording. At the beginning and end of the semester, we asked both 
trainees and controls to respond to the prompt: How does the scientific pro-
cess work? while we recorded them with a video camera. (Journalism stu-
dents did not make videos, and their performance is not analyzed here.) The 
prompt, by design, had no relation to any specific communication tasks that 
trainees were assigned in class; the aim of the training was to prepare them to 
apply what they had learned, and successfully communicate about science, in 
any context. Using a prompt not encountered in the class also avoided con-
founding results by preventing the instructors from “teaching to the test,” and 
thereby incorporating instructor feedback (that controls had no access to) into 
the performance measure. We selected this prompt because the scientific pro-
cess is often mis- or incompletely understood by the target audience (under-
graduates; see the “Video Ratings” section), it is a question that any graduate 
STEM student should be able to answer, regardless of scientific discipline, 
and it removed the potential for audience bias that could be introduced by 
controversial subjects (e.g., climate change, evolution). While standardizing 
what the students communicated about prevented them from making judg-
ments about what might interest the audience that might have improved audi-
ence engagement in some cases, it also eliminated such judgments as a source 
of variance in performance.

Via consent documents that subjects read and signed in agreeing to partici-
pate in the research, trainees and controls were informed about the pre-and 
post-semester video-recording requirement and about the prompt they would 
be expected to address during the recordings, before the class began. The 
consent form also explained to students that the videos were being used as 
part of our experimental procedure to measure the effectiveness of the 
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training program. Subjects received the information a minimum of 1 week 
before the first recording, and were aware for the entire 15-week semester 
that they would be repeating the recordings, with the exact same prompt, at 
the end of the course. Subjects were also provided with an additional written 
copy of the prompt immediately before every recording.

During the recording, we allowed subjects to talk for a maximum of 3 
minutes and allowed them to stop as early as they felt appropriate. All record-
ings were made in the same university studio, using the same cameras, posi-
tioning, and lighting, with the same uniform, featureless background, under 
the direction of a university staff member. Videos showed only the head and 
shoulders of the trainee or control who was speaking.

Video Ratings. To assess the effectiveness of the trainees’ and controls’ com-
munication, videos were rated by undergraduate students in a research par-
ticipation pool (evaluators) that is part of a general education introductory 
communication course in which students receive course credit for participat-
ing in research. We uploaded both the current semester’s “before” videos and 
the previous semester’s “after” videos for trainees and controls to an online 
Qualtrics portal, totaling approximately 40 videos per semester. Students in 
the research participation pool could choose to participate in our study by 
evaluating a video. Each evaluator was randomly assigned by Qualtrics to 
view just one video and complete a set of ratings about it, after confirming 
that she or he could see and hear the video. Once students had participated, 
they could no longer evaluate videos in our project, ensuring that we avoided 
any evaluation bias resulting from an evaluator’s seeing, for example, an 
After video before evaluating a Before video, or a Trainee’s video before 
evaluating a Control. We included a “speed bump” question (“Please click 
the value for ‘3’”) to eliminate the evaluations of students who clicked either 
at random or on just a single Likert-type rating throughout the whole scoring 
tool to complete the task for credit without actually evaluating the video. We 
also eliminated evaluations that were not completed. Overall, 400 to 700 
evaluators (M = 550) participated each semester, providing, after data qual-
ity control eliminations, a minimum of eight ratings per video, with most 
having 10 or more.

The video rating survey focused on the evaluator’s assessment of the com-
municator as a communicator, rather than testing for content understanding 
in the evaluator after the communication. The survey tool included 16 items 
using 7-point Likert-type scales (1 = strongly disagree; 7 = strongly agree) 
about the clarity (six items, e.g., “The presentation was clear”), engagement 
(six items, e.g., “The speaker seems enthusiastic about the subject”), and 
credibility (four items, e.g., “The speaker seems knowledgeable about the 
topic”) of the presenter. These items were developed specifically for this 
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study, based on evaluations of effective speech communication used in pub-
lic-speaking courses at the university, and with reference to the National 
Communication Association’s competent speaker speech evaluation guide-
lines (National Communication Association, n.d.). See Table 1 for the rating 
questions we used. Students were also asked to state in open-ended items 
what they did and did not like about a presentation.

Self-Assessment

Pre-and post-training self-assessments by trainees are often used to assess 
change in trainee belief in their own ability (“self-efficacy”). Since our inter-
est was solely in whether self-assessments accurately reflected performance, 

Table 1. Video Rating Items.

Question 
category

Question 
number Item

Clarity 1 The presentation was clear
 2 The presentation was easy to follow
 3 The speaker used confusing terms
 4 I felt confused at one or more points during the 

presentation
 5 The speaker used examples and/or analogies to 

improve my understanding of the information
 6 I was distracted by the speaker’s lack of fluency 

(e.g., pause, stuttering, repetitions, etc.)
Engagement 7 The speaker seems enthusiastic about the subject
 8 The speaker kept my attention
 9 I am more interested in this subject after 

watching this talk
 10 I want to know more about this subject
 11 The speaker used nonverbal communication (e.g., 

facial expressions, gestures, body language) that 
enhanced the presentation

 12 I was distracted from the presentation by the 
speaker’s nonverbal communication (e.g., facial 
expressions, gestures, body language)

Credibility 13 The speaker seems knowledgeable about the 
topic

 14 The speaker is likable
 15 The speaker made the subject seem important
 16 The subject is relevant to my interests

Note. All items rated on a 7-point Likert-type scale.



150 Science Communication 43(2)

as judged by audiences, we did not ask trainees to complete pretraining self-
assessments. In order to assess whether self-assessments align with those of 
outside evaluators, we asked trainees to complete self-assessments of their 
skills in communicating scientific information to a public audience at the end 
of each semester. In the Fall 2017 and Fall 2018 semesters, students (N = 19) 
completed 12 items asking them to rate their confidence in successfully 
accomplishing a variety of communication tasks on a scale of 0 (cannot do at 
all) to 10 (highly certain can do). We aligned these items with rating items 
given to evaluators of videos where applicable. Two items (r = .64) corre-
spond to the video rating items about clarity: “I can avoid barriers to com-
munication (e.g., jargon, incorrect framing),” and “I can have a respectful 
conversation with a non-scientist who disagrees with me.” Three items cor-
respond to the video rating items about engagement (r = .69): “I value the 
opinions of public audiences,” “I can engage a public audience,” and “I can 
engage a public audience via social media.” Two items (r = .73) corre-
sponded to the video rating items about credibility: “I can describe scientific 
research results for public audiences,” and “I can adjust my communication 
to the proper level for my audience.” The remaining five items were self-
reflection items about expectations and satisfaction (e.g., “What were your 
expectations for this course?” “Were your expectations fulfilled?”), which 
had no equivalents in the items for the video ratings.

We converted the 10-point scales used for the self-assessment items to 
7-point scales for comparison to the evaluators’ video rating scores on trainee 
“after” videos. Because trainee responses on self-assessments were com-
pletely anonymous, direct comparisons of the evaluators’ scores for a particu-
lar trainee to that trainee’s own self-evaluation was not possible. We, 
therefore, calculated median ratings for the self-assessments of all trainees of 
the clarity, engagement, and credibility items, and compared them with the 
median ratings by evaluators of these sets of items for the “after” videos of 
trainees in the Fall 2017 and 2018 courses (N = 18 trainees).

Data Formatting

We downloaded raw survey data from the Qualtrics portal. We removed all 
responses that had answered the “speed bump” question incorrectly to ensure 
that we only included data from evaluators who were paying close attention 
to the survey. We also removed all incomplete surveys, and any in which the 
evaluator responded “no” to either of the postvideo questions “Could you see 
the presentation?” and “Could you hear the presentation”? To visualize and 
analyze the scores as consistently ranked from positive to negative for each 
question, we reversed the order of Likert-type scores on questions in which 
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high scores represented more negative evaluation: Clarity-related Questions 
4, 5, and 6, and engagement-related Question 12 (Supplemental Table S1). To 
ensure the anonymity of the trainees and controls, we assigned a unique iden-
tifier for each individual that encoded whether the student was in the experi-
mental group or control, the semester, and the year.

Analysis

Ordinal data, such as those measured on a Likert-type scale, can be misleading 
when analyzed as if they are metric (Liddell & Kruschke, 2018); the data are 
not continuous, since participants cannot choose values on the scale between 
whole numbers, and evidence suggests that participants do not necessarily 
perceive (or use) the difference between score values as equivalent along the 
length of the whole scale (e.g., the difference between a score of 2 and 3 vs. 
the difference between a score of 6 and 7; Liddell & Kruschke, 2018). 
Additionally, we have many nested observations in this data set (e.g., multiple 
answers per question, multiple evaluators per video). Both of these features 
are best represented by a hierarchical generalized linear mixed-effects model 
in a Bayesian statistical framework (as described in Bürkner & Vuorre, 2019).

Our model (see Item S1 for the complete model equation) assumes that the 
Likert-type scale measures an unobserved, continuous variable (i.e., the 
degree of the agreement an evaluator felt for a particular question about a 
particular video). This “latent variable” is assumed to be normal, and broken 
into discrete Likert-type values at specific points. The precise values of these 
breakpoints to the evaluators are estimated from the data during the modeling 
process, rather than treated as an a priori assumption. The hierarchical struc-
ture of the data set is captured with random effects. This means that we model 
the average response and then allow individual members of the different 
groups to vary around it. For example, we estimate an average response for 
all questions and then allow every specific question to depart from this aver-
age by some amount. These departures (sometimes called “offsets”) are 
assumed to come from their own normal distribution, centered on 0 and with 
an estimated standard error. These standard errors are also estimated from the 
data; the smaller they are the more consistent are individuals within groups 
(i.e., the more closely they follow the group average). We fit this model using 
R and the package “brms” (Bürkner 2017) to model the scorers’ assessments 
of subject videos and visualized model results using ggplot2 (Wickham, 
2016), tidybayes (Kay, 2019), and used the colorblind accessible color palette 
from colourblindR (Flores et al., 2019).

Our model follows recommendations for analyzing ordinal response vari-
ables as described in Bürkner and Vuorre (2019). Specifically, the model 
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estimates six breakpoint values among the different response categories. This 
allows the model to reflect the nonmetric nature of Likert-type responses, 
that is, a response of “6” is not necessarily twice as high as a response of “3.” 
We also measure the average effects of two variables and their interaction: 
time of year (start or end of the semester), stage of training (before or after the 
course), and finally their interaction. The interaction term represents our 
hypothesis test: How much does training improve students, beyond the effects 
of the mere passage of time?

We also add a combination of random effects (see Supplemental Material 
for the complete model equation), and this allowed us to test various kinds of 
nonindependence in our model. Specifically, we included a random intercept 
for every question category (clarity, engagement, and credibility), allowing 
each category to differ in average evaluation, and for each semester, to 
account for nonindependence in time. We also used a random intercept for 
every evaluator (allowing evaluators to vary between those that mostly dis-
liked or mostly liked the video they viewed). Most important, we fit varying 
effects (varying intercept, and correlated effects of time, training, and their 
interaction) for every question and every trainee/control pair. This allows 
individual questions to respond to time and training independently: For 
example, it may be possible that only some of the questions we asked accu-
rately measured student learning. The varying effects for pairs are important 
because, depending on their background, members of a pair may have on 
average higher or lower average evaluations, or the trainee in a pair may 
respond to training to lesser or greater degrees. Pairs were chosen to be 
homogeneous based on training, ESL status, gender, and other external fac-
tors; thus, this random effect conditions our estimate of the overall effect on 
all these factors.

Additionally, as a check on our methods, and to examine whether a more 
conventional approach to the analysis would yield different results, we ana-
lyzed the same data using a generalized linear mixed model, using SAS soft-
ware (Version 9.4 for Windows, Copyright © 2013 SAS Institute Inc.) for 
each question individually. We designated each individual scorer as a random 
effect in the model, with an interaction between “Before & After” and 
“Trainees vs. Controls” giving an estimate of the average amount of change 
of the trainees and controls over the course of the semester. We present the 
results of these analyses in Supplemental Table S1.

Results

Our results show that science communication training had virtually no effect, 
on the time scale of the training itself, on communication skills; that trainees 
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overestimate the degree of improvement training makes on their own com-
munication skills; and that rigorous assessment of science communication 
training will require grappling with enormous variation in what audiences 
consider “good” communication.

Our intensive, semester-long training in scientific communication 
resulted in no greater improvement of trainees’ communication skills than 
that of controls who received no training at all (Figure 1). While the aver-
age scores of trainees did improve compared with themselves before train-
ing, controls also had improved scores at the end of the semester, as 
compared with themselves at the beginning (Figure 2). Therefore, the dif-
ference in improvement between trainees after the course and controls at 
the same point at the end of the semester (i.e., the improvement attributable 
to the training itself) was not only slight but too slight to conclude that 
trainees improved more than controls did (Figure 3). The result is robust to 
analytical approach; when we repeated the analysis of the same data on a 
question-by-question basis, using more typically employed univariate gen-
eralized linear mixed models, instead of our hierarchical Bayesian model 
described in the “Method” section, we still failed to find any significant 
difference between the improvement of trainees and controls for any rating 
question (Supplemental Table S2). Whether the improvement in trainees 
and controls is simply the result of time (and associated professional 
growth) or the repetition of the task itself cannot be addressed within our 
experimental framework, but the actual improvement of trainees, itself, was 
slight; on average, scores improved only about the equivalent of a one fifth 
to one quarter of a Likert-type response value across all questions, for all 
trainees and across all evaluators (Figure 2).

Variance in the scores given by evaluators was very high (Figure 4), with 
no obvious pattern in the data with respect to trainees versus controls, and 
with variance in responses to most rating questions spanning most, or all, of 
the Likert-type scale. Variance was not only high with respect to how evalu-
ators rated trainees versus controls; variance in the scores for individual sub-
jects (trainees or controls) was similarly high; even in the cases of the 
individuals with the highest and lowest median scores, respectively, evalua-
tors did not agree on a question-by-question basis on the scores (Figure 5). 
We also found no relationship in the average scores, or the variance in scores, 
to either the subjects’ (trainees or controls) or the evaluators’ genders or ESL 
status.

In an outcome consistent with other research on self-evaluation of com-
munication competence, on the other hand, trainees rated their own com-
munication effectiveness more highly than did the evaluators (Figure 6). 
Evaluators rated trainees in terms of their clarity at Median = 4.76 (M = 4.83, 
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Figure 1. Communication performance as a function of training, or time. 
Posterior median scores given by evaluators, in response to questions about 
videos of communicators, grouped by area of assessment (clarity, six questions; 
engagement, six questions; and credibility of the presenter, four questions; 
see Supplemental Table S1 for questions) for all trainees (left-hand panels) and 
controls (right-hand panels). Dots show the posterior median for each question, 
and the vertical bar around each dot shows the 89% posterior density. Dotted 
lines connect the median response for the same question before and after training 
in science communication; controls were scored without any training, after the 
training period. All question scores reflect the improvement in the performance of 
both trainees and controls after the training period; trainees in the class exhibited 
only a slightly greater increase in scores.
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Figure 2. Effect of training or time on communication scores. The x-axis 
locations correspond to questions assessing communication videos (see 
Supplemental Table S1 for specific questions), and the y-axis shows the magnitude 
of the change in scores after training (trainees) or time (controls), on the same 
scale as the scores themselves (Likert-type scale of 1 to 7). Points are (posterior) 
median values of scores; thin lines show 95% posterior density, and thicker 
lines show 67% posterior density. While on average, scores of both trainees 
and controls increased, and trainee scores increased slightly more, note that 
improvements, and differences in improvement, are measured in only fractions 
of a single Likert-type scale value. Lines overlapping the zero line are statistically 
equivalent to no change. Questions are colored according to which category of 
scoring question they cover.

SD = 0.81). However, the trainees in these videos rated themselves on clarity 
at Median = 5.60 (M = 5.53, SD = 0.97). Similarly, for ability to engage an 
audience, the evaluators’ ratings came to a Median = 3.40 (M = 3.56, SD = 
0.65), whereas the trainees rated themselves on engagement at Median = 
5.37 (M = 5.32, SD = 0.94). Finally, credibility showed the same pattern, 
with evaluators’ ratings at Median = 4.30 (M = 4.41, SD = 0.70), while 
trainees rated themselves at Median = 5.95 (M = 5.91, SD = 0.78).
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Figure 3. Improvement of scores in trainees, relative to controls. The y-axis is 
the difference in the magnitude of change in scores of trainees versus controls 
(increase in trainee scores—increase in control scores), on the scale of the scores 
themselves (Likert-type scale of 1 to 7). Each x-axis location is a question for 
assessing communication videos (see Supplemental Table S1 for the questions), 
and the questions are colored according to which broad category they cover. 
Points are posterior median values; thin lines show 95% posterior density, and 
thicker lines show 67% posterior density. Note that differences in improvement in 
communication scores between trainees and controls are, on average, equivalent 
to less than one fifth of a single Likert-type scale value; lines overlapping the zero 
line are considered statistically equivalent to no difference between trainees and 
controls.

Discussion

The critical question in evaluating the effectiveness of any form of training is 
not whether trainees learn, but whether they learn more than they would have 
learned on their own without training. This question is particularly salient 
when significant time and money are being expended to provide and take 
training courses.

Whatever content knowledge may be gained during training, science com-
munication is a practice, and the ultimate arbiters of success are audiences. Our 
study is the only one of which we are aware in which the effect of science 
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Figure 4. Variation in scores among communicators. Panels are numbered to 
correspond to questions for assessing communication videos (see Supplemental 
Table S1 for questions). y-Axis values represent the score values on a 1- to 7-point 
Likert-type scale. Dots represent the median score a video received for a given 
question during the 3-year period of the study. The size of each dot is in proportion 
to the number of videos with that score for that question. Colors show whether 
videos were made by trainees (black) or controls (gray). Boxes are bootstrapped 
confidence intervals of the median of the medians for each question. Within each 
panel, we show scores for videos made before training, on the left side, and after 
training (or after the training period, for controls), on the right. The questions 
are organized into three categories, asking about the clarity of the presentation 
(top row, yellow header), the engagement of the presenter (middle row, green 
header), and the credibility of the presenter (bottom row, blue header). Variation 
in scores is high, with no obvious pattern with respect to training versus control. 
A color version of this figure is available online at: https://journals.sagepub.com/doi/
figure/10.1177/1075547020971639

https://journals.sagepub.com/doi/figure/10.1177/1075547020971639
https://journals.sagepub.com/doi/figure/10.1177/1075547020971639
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Figure 5. Evaluators do not agree about the skill of communicators. Variation 
in the scores given by different evaluators to the communication video with the 
lowest median score (left) and the highest median score (right). Each panel (top 
to bottom) shows a different evaluator’s scores on those videos; the y-axis on 
each panel corresponds to the score given by that evaluator, on a 7-point Likert-
type scale; and the x-axis hatches correspond to the 16 evaluation questions (see 
Supplemental Table S1 for questions). Variation is very high, both for a given 
question (e.g., the scores for Question 3 range from a low of 2 to a high of 7, with 
scores for every value in between represented) and across questions (no question 
exhibits low variation).
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communication training on the ability of trainees to communicate with an audi-
ence, as judged by that audience alone, is measured directly while rigorously 
controlling for factors other than the training itself. Our results strongly suggest 
that even an intensive, semester-long, active-learning training program using 
what are widely viewed as best educational practices has little effect, in real-time, 
on improving science communication skills. The skills of students who took our 
course did improve over the course of the semester; specifically, evaluators rated 
students’ ability to present information with clarity more highly after training 
than before (Figure 2). However, the average degree of improvement in trainees 
was small (about the equivalent of one quarter of a single Likert-type score 
value), and the overall improvement in other communication skills did not differ 
from zero. Perhaps more important, the few gains in skills that trained students 
made were only slightly greater than those made by students who were not 
trained at all, suggesting that the training itself had little effect (Figure 3).

On the face of it, this result is hard to believe. Our trainees were advanced 
graduate students who invested months of time (estimated at a total of 75 
hours of in- and out-of-class), attention, and committed effort to learn to iden-
tify the problems in their own, and others’, communication styles, planning 

Figure 6. Trainees self-evaluate themselves more highly than evaluators do. Median 
scores for clarity (left side of each panel; yellow), engagement (center of each panel; 
green), and credibility (right side of each panel; blue); trainee self-evaluation scores 
on left, paler evaluators’ scores of communication videos on right. y-Axis values 
are on a 1- to 7-point Likert-type scale. Central lines represent medians of ratings. 
Trainees self-evaluate themselves more highly than do evaluators across all areas of 
evaluation, and by magnitudes greater than the change in evaluators’ scores before 
and after training. A color version of this figure is available online at: https://journals 
.sagepub.com/doi/figure/10.1177/1075547020971639

https://journals.sagepub.com/doi/figure/10.1177/1075547020971639
https://journals.sagepub.com/doi/figure/10.1177/1075547020971639


160 Science Communication 43(2)

for communication with journalists and other public audiences, and practic-
ing actually communicating complicated technical information in a clear and 
engaging way. Further, as individuals who had to request permission to enter 
the class, they were a self-motivated sample of those whose science commu-
nication skills we might wish to improve. It is difficult to accept that such 
training had little effect on their practical skills, as far as an audience might 
be concerned; all of the course instructors would have rated most trainees as 
significantly improved by the end of the semester. It is even more difficult to 
accept that control students, who were not trained at all, exhibited nearly as 
much improvement in scores from the evaluators as our trainees did.

What is the possibility that these results are simply wrong, and that the 
effect of training is somehow obscured? Our sample size of trainees is lim-
ited, as an inevitable corollary of an intensive training; if the variation in skill 
gains among trainees is large, or factors other than performance are influenc-
ing scores, then a few performers with little improvement in scores could 
have a large impact on the apparent mean of improvement of the group as a 
whole. Using controls, not only drawn from the same graduate student popu-
lation but also matched to the trainees for discipline, year of the program, 
gender, and ESL status, allowed us to reduce the possibility that factors other 
than performance would obscure real gains in skill. While there was indeed 
variation among the most improved and least improved trainees in our sam-
ple (Figure 2) for most scoring questions, the range of that variation was no 
more than about the equivalent of half a Likert-type score value, a small 
degree of variation on a 7-point scale. We are confident that if our sample size 
obscures a real training effect, it is likely so small as to be of little practical 
difference with respect to the impact of the training on trainees. We found no 
effect of gender or ESL status on the likelihood of improved scores of either 
trainees or controls, and no effect of the gender of the evaluator on the scores 
they gave (Supplemental Figure S1).

What about the possibility that we were teaching the “wrong things”? The 
course we built for this experiment was informed by the most widely used 
science communication books, and the most recent literature addressing the 
communication of science by scientists at the time the course was designed 
(including Baron, 2010; Dean, 2009; Menninger & Gropp, 2008; Olson, 
2009; and multiple authors in National Academy of Sciences [Fischhoff & 
Scheufele, 2013, 2014]; see Supplemental Information for our syllabus). 
Students were assigned readings from the above, and engaged in active learn-
ing exercises on identifying and removing jargon from their speech; identify-
ing, and identifying with, audiences; message refinement; the use of 
metaphors and analogies; the use of narratives (storytelling) instead of expla-
nation; and the nature and constraints on the work of journalists, in particular. 
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The only well-known training technique we did not use was improvisation, 
which we viewed as outside our collective formal expertise and experience. 
However, every practice interview our trainees participated in was an exer-
cise in uncontrolled exchange (i.e., not a lecture) with a partner whose exper-
tise and outlook was very different.

One possibility that requires consideration is that the trainers, themselves, 
were ineffective. As in every other endeavor, there is variation in the perfor-
mance of those who teach, and if we are less skilled than we believe we are, 
then we might expect our trainees to fail to improve. What evidence do we 
have that the trainers, themselves, were competent to train students to com-
municate science? To the extent that experience matters, all three of the 
course instructors were experienced with both the content and teaching ped-
agogy. One instructor (MR) is herself an alumnus of the widely respected 
COMPASS training associated with the Leopold Leadership Fellowships, 
has been teaching at the university level since 1998, science communica-
tion to graduate students formally since 2006, and won a university-wide 
teaching award in 2016. She is also an active researcher in avian biome-
chanics whose work has received considerable press coverage, and as the 
CT State Ornithologist speaks frequently to reporters and public audiences. 
The other two instructors were former newspaper reporters who have been 
teaching, part- or full-time, at the university level for a combined total of 
more than 45 years; one (RW) is the author of the most widely used 
Environmental Reporting textbook, and the other (RC) is the winner of a 
Pulitzer Prize in explanatory journalism, who subsequently obtained a PhD 
in ecology and evolutionary biology. All three are highly rated in student 
evaluations of teaching, both in general and in the courses run for this exper-
iment (although we acknowledge that student evaluations have been demon-
strated to have little relationship to measures of actual student learning; Uttl 
et al., 2017).

Finally, the course itself was created through a rigorous, months-long pro-
cess in consultation with an Harvard-trained education specialist, who 
ensured that we identified and worked backward from course goals to create 
structure, active learning, and formative and summative feedback mecha-
nisms, and who monitored all but a few of the class meetings in person in 
order to provide adaptive teaching feedback to the instructors. While it is still 
possible, despite all of the above, that the instruction in our course itself was 
somehow lacking, we think it is unlikely that poor instruction is a plausible 
explanation for the overwhelming lack of differentiation between trainees 
and controls. Perhaps the more important question to ask is: If the qualifica-
tions and preparation of our instructors for this course were insufficient to 
produce greater skill development in trainees over a 15-week course, how 
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likely is it that shorter trainings administered by trainers who have no formal 
education in teaching will produce better results?

Given that our stated goal at the outset of this project was to develop an 
assessment method, it could be that our training succeeded, but the assess-
ment metrics we developed did not. Our assessment method is predicated on 
the idea that audience response to a communication is the only metric that 
matters; nonetheless, if the audience is asked the wrong questions, the 
response may not be reflective of whether a communicator succeeded or 
failed with the audience. The questions used in the survey tool that evaluators 
responded to are provided in Supplemental Table S1. We designed the con-
tent and form of the questions in an iterative process with the communication 
and education specialists on our team, both of whom are experienced in the 
use of surveys in research. The questions were designed to assess major con-
ceptual areas considered fundamental in science communication, and in com-
munication generally (clarity, engagement, and credibility). We could have 
asked additional, and more specific questions, but considered a longer more 
detailed question set more likely to go unfinished by evaluators, and possibly 
more likely to be leading or ambiguous (e.g., the response to “Did the speaker 
use jargon?” would have depended on whether the evaluator responding was 
familiar with the jargon, as an evaluator who was a STEM major might have 
been). While it is possible that we failed to ask a question or questions that 
would have better differentiated trainees from controls, we think it unlikely 
that if they were, in fact, significantly different in their communication per-
formance that all of the questions we asked would have failed to reflect that 
difference also.

If these questions were insufficient to detect a difference in “good” com-
munication practices between trainees and controls, is it possible that widely 
held ideas about what constitutes “good” communication are simply wrong, 
and therefore, we are measuring the wrong things? A striking result of our 
work is the lack of agreement among evaluators; variation in scoring was 
very high (Figure 4) across both trainees and controls. We might expect that 
if “good communication” were universally recognizable—if we know it 
when we see it—then evaluators of any single video would tend to agree—to 
give similar scores—even if the variation among videos was high. Even if 
Likert-type scoring is a difficult tool with which to repeatably measure the 
performance of a mediocre communicator (is middling performance equiva-
lent to a score of 3 or 4 or 5?), we would expect variance to be low when the 
performance of the communicator was either particularly good or bad. If 
there is agreement about what constitutes effective communication, any par-
ticular group of evaluators should tend to give a good communicator high 
scores, and a bad communicator low scores, even if performance among the 
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communicators varies widely overall. Thus, we would expect scores for indi-
vidual videos to vary less than the scores among videos. Instead, variation at 
the level of the individual videos is as high as the variation among videos, 
and even the subjects with the lowest and highest scores exhibit wide score 
variation (Figure 5). While undergraduates at a public university are not a 
homogenous audience, they are also not “the general public.” They have 
similar ages, level of education, concerns, and a shared vernacular. We might 
reasonably expect less variance than we found in their response to “good” 
and “bad” communicators. This suggests that even a relatively narrow audi-
ence does not agree on what constitutes “good communication,” a significant 
problem for the goal of establishing a rigorous assessment framework that 
allows us to compare the relative value of different training approaches.

If this result is real, what does it mean? Is it impossible to train scientists 
to communicate successfully, or to assess those training attempts? Is the 
apparent success of training programs the result of the facilitation of those 
who already have an affinity and talent for communication? Some of the most 
pointed-to examples of successful science communicators (e.g., Carl Sagan, 
Neil deGrasse Tyson) never had training, per se, other than what came from 
repeated self-directed attempts at communication, and the resulting successes 
and failures.

We believe that the latter point is likely to be an important locus for future 
research into what makes science communication training effective. Even in 
an intensive course like ours, between our “before” and “after” tests, each 
trainee had no more than two opportunities to practice a complete sequence 
of planning a communication, delivering it, reviewing it, and reflecting on 
their own strengths and weaknesses in order to improve the next attempt, 
however informed by reading, review of communication attempts of others, 
discussion and exercises (i.e., content knowledge) those attempts may have 
been.

Successful science communication would seem to be a complex integra-
tion of a number of skills; along with the skills typically taught during train-
ings, a successful science communicator, in practice, has to attend and 
respond to the particular circumstances and feedback from an audience in 
real-time. Every encounter provides information about what works and does 
not work, to be drawn on in future communication attempts (“deliberate prac-
tice,” Ericsson et al., 1993). New communication tasks require the ability to 
apply what is already known in a different context. One possible explanation 
of our results is, simply, that trainees need more repetition putting what they 
have learned cognitively into practice than even an entire semester affords 
them. Another is that trainees require more opportunities to apply their con-
ceptual knowledge to a greater diversity of communication tasks before they 
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can perform well outside the structure of a class. It was beyond the scope of 
this research to investigate whether trainees show greater gains in communi-
cation skills than controls over longer periods of time, posttraining; a fruitful 
area of future research would be to directly measure performance gains as a 
function of the number of attempts at communication, and as a function of the 
number of novel communication tasks they have experienced.

Our results make a strong case for the importance of direct, external 
assessment of science communication training models through measurement 
of the impact on an audience, rather than self-assessments by trainees, or by 
personnel administering the training. They also demonstrate, as have numer-
ous other studies, how misleading it can be to rely only on trainee self-assess-
ment to assess the value of a particular training approach or course. If we are 
serious about helping scientists succeed at communicating information that is 
crucial to informed policy and public welfare, we will need to reconsider how 
training is assessed, and quite possibly the nature of the training itself. Given 
that both our time to make a crucial difference in the public sphere on sub-
jects like climate change and our resources are limited, the programs and 
agencies providing the funding for lectures, workshops, and longer train-
ings—not to mention the scientists devoting time to those trainings—should 
carefully weigh the evidence about the nature and size of the impact resulting 
from their investments.
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